Prediction of essential genes using single nucleotide compositional features in genomes of bacteria: a machine learning-based analysis

Annushree Kurmi, Piyali Sen, Madhusmita Dash, Aswini Kumar Patra, Suvendra Kumar Ray, Siddhartha Sankar Satapathy

DOI: 10.1504/IJBRA.2023.10054584

Article History:
Received: 30 March 2022
Last revised: 31 March 2022
Accepted: 04 January 2023
Published online: 05 June 2023
Prediction of essential genes using single nucleotide compositional features in genomes of bacteria: a machine learning-based analysis

Annushree Kurmi and Piyali Sen
Department of Computer Science and Engineering, Tezpur University, Napaam-784028, Assam, India
Email: annushreekurmi@gmail.com
Email: piyalisen18@gmail.com

Madhusmita Dash
Department of Electronics and Communication Engineering, NIT, Jote-791113, Arunachal Pradesh, India
Email: madhusmita.dash81@gmail.com

Aswini Kumar Patra
Department of Computer Science and Engineering, North Eastern Regional Institute of Science and Technology (NERIST), Nirjuli (Itanagar)-791109, Arunachal Pradesh, India
Email: aswinipatra@gmail.com

Suvendra Kumar Ray
Department of Molecular Biology and Biotechnology, Tezpur University, Napaam-784028, Assam, India
Email: suven@tezu.ernet.in

Siddhartha Sankar Satapathy*
Department of Computer Science and Engineering, Tezpur University, Napaam-784028, Assam, India
Email: ssankar@tezu.ernet.in
*Corresponding author

Abstract: Essential genes are crucial for understanding the cellular processes of an organism. In this article, we have done an extensive machine learning-based analysis of single nucleotide composition in 35 bacterial genomes across several phylogenetic groups. With an objective of classifying essential genes from the remaining genes, we have used seven machine
learning-based classifiers – logistic regression, Gaussian Naive Bayes, k-nearest neighbours, decision tree, random forest, extreme gradient boosting and support vector machine. Random forest classifier was a better performer among the seven classifiers and achieved an AUC score of at least 70% for thirteen organisms. Higher AUC scores were achieved for several organisms such as *Salmonella enterica*, *Sphingomonas wittichii*, *Bacillus thuringiensis*, and *Streptococcus pyogenes*. Prediction result obtained in general from the machine learning-based analysis suggests that the single nucleotide compositional features may be useful in predicting gene essentiality in some bacteria species though not universally.
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1 Introduction

Each strand of the double-stranded DNA is a sequence of four nucleotide bases denoted as A, T, G, and C, whose size varies from a few kilo-bases to the order of mega-bases among different bacterial species. These four bases differ in terms of both chemical and physical properties and are accordingly categorised into different groups. In terms of associated nitrogenous bases, A and G are classified as purines (R) and C and T as pyrimidines (Y); with reference to the associated functional groups, A and C are grouped as amino (M) and G and T as keto (K); and according to complementary base pairing strength, A and T are grouped as weak (W) and C and G are grouped as strong (S). Based on these physio-chemical properties of the nucleotides, the compositional feature of any genome is popularly represented as \((G + C)\%\) or equivalently also as \((A + T)\%\). In any hypothetical randomly generated large genome sequence, all the bases are likely to occur in equal frequencies, and therefore \((G + C)\%\) is expected to be 50.0%. However, base composition in natural DNA sequences varies among living organisms (Bohlin, 2008); \((G + C)\%\) ranges from less than 15.0% to more than 75.0% in bacterial genomes (Hildebrand, 2010). Though this considerable variation in the inter-genomic base composition among bacteria is not yet fully understood, some of the intrinsic factors attributed towards this variation are as follows: growth rate (Rocha and Danchin, 2002), growth temperature (Zheng and Wu, 2010), the genome size (Satapathy et al., 2010), external gene transfer (Srividhya et al., 2007; Langille et al., 2008), mutation (Muto and Osawa, 1987) and selection (Raghavan et al., 2012).

Apart from inter-genomic variation, \((G + C)\%\) varies to a great extent within the genome of an organism. This intra-genomic base composition variation among different functional segments within genome of a species is attributed to several inherent mutation and selection factors (Frank and Lobry, 1999). Chargaff et al. observed approximately equivalent frequencies of complementary nucleotides within individual DNA strands of bacterial chromosomes (Karkas et al., 1968; Rudner et al., 1969). This observation is known as intra-strand parity (ISP) (Forsdyke and Mortimer, 2000). Violation of ISP was also observed in several chromosomes (Nikolaou and Almirantis, 2006). Because of replication associated factors, base composition differs between continuously and dis-continuously synthesised halves of a DNA strand (Francino and Ochman, 1997; Rocha et al., 1999; Lobry and Sueoka, 2002; Rocha, 2004; Nikolaou and Almirantis, 2005). \(G + C\) content also differ between protein coding genic regions (CDS) and non-coding intergenic regions (IRs). Usually \((G + C)\%\) in CDS is more than that of IRs in any bacterial genomes, because of synonymous codon assignments in genetic code table. Amino acid specific selection on codon usage factors have been attributed towards variation in \((G + C)\%\) among the protein coding genes in an organism (Bulmer, 1991; Sueoka, 1995; Sharp et al., 2010; Satapathy et al., 2016). Variation in \((G + C)\%\) also has been attributed to selection for DNA stability as free energy associated between \(G\) and \(C\) base pair is more than that between \(A\) and \(T\) pair (Yakovchuk et al., 2006). These genomic compositional features have been used by researchers using computational methods towards addressing several biological issues such as estimation of gene expression (Sharp and Li, 1987; Sen et al., 2019) and selection, finding evolutionary relationship among organisms (Roth et al., 2012).
Among all the genes that code for proteins in a genome of an organism, some genes are essential for the survival, growth, or reproduction of the organism compared to other genes. Various resource-intensive biological experiments such as single-gene knockout, conditional knockouts, RNA interference, and transposon mutagenesis have been carried out to identify essential genes (EGs) in microbes. Availability of this gene essentiality information for several microbes in public databases and a huge volume of genome sequences in the public domain have created an avenue for analysing base compositional features using machine learning-based algorithms. Results of this analysis can contribute towards understanding gene essentiality. Previous studies report use of gene and protein sequences (Campos et al., 2019), gene networks, protein-protein interactions (Azhagesan et al., 2018), metabolic networks (Plaimas et al., 2010), gene expression (Fan et al., 2017; Zhong et al., 2013), GO terms (Chen et al., 2017), gene evolutionary data (Wei et al., 2013), etc. for prediction of EGs. All of these works have employed features from a combination of two or more gene intrinsic or extrinsic data, or a combination of both intrinsic and extrinsic features (Acencio and Lemke, 2009; Aromolaran et al., 2020; Deng et al., 2010; Hwang et al., 2009; Lin et al., 2019). In this work we have tried to classify EGs and non-essential genes (NEGs) of a larger set of organisms – 35 bacterial strains using single-nucleotide composition of genes, a feature set which have not been reported so far for the prediction of EGs. Our analysis suggests that the single nucleotide compositional features may be useful in predicting gene essentiality in some bacteria species but not universally.

2 Materials and methods

2.1 Data collection and pre-processing

The database of essential genes (DEG) (http://www.essentialgene.org/, accessed 22 May 2021) (Zhang et al., 2004) hosts records of EGs of 66 bacterial strains. Of the 66 strains, detailed genome annotations are found for 35 strains in the NCBI database. Therefore, we have considered these 35 strains for detailed compositional analysis (Table 1). Of the 35 strains, 31 organisms are unique species; 20 bacteria belong to the phylum proteobacteria, nine bacteria belong to firmicutes, three belong to bacteroidetes, and one each from tenericutes, actinobacteria, and cyanobacteria. The majority of these 35 bacteria are pathogens that cause serious illnesses. For example, Campylobacter jejuni is responsible for food poisoning (Altekruse et al., 1999), Mycobacterium tuberculosis is the causative agent of tuberculosis (Smith, 2003), Vibrio cholerae the causative agent of cholera (Faruque et al., 1998). Few of them are commercially beneficial bacteria, such as Bacillus thuringiensis is used as a biological pesticide (Ibrahim et al., 2010), Synechococcus elongatus grows fast using sunlight, having biotechnological applications (Yu et al., 2015), especially for incorporating genetic modification. The genome size of these bacteria ranges from 963,879 base pairs (bp) to 6,723,972 bp, genome (G + C)% ranges from 26.60% to 68.40%, and reported EG% ranges from 1.97 % to 39.59%. 
Table 1  Genomic features of the bacteria considered in this study

<table>
<thead>
<tr>
<th>Sl. no.</th>
<th>Bacteria name</th>
<th>Phylum</th>
<th>Genome size (bp)</th>
<th>Genome G + C%</th>
<th>Total no. of genes*</th>
<th>No. of essential genes**</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Acinetobacter baumannii ATCC 17978</td>
<td>Proteobacteria</td>
<td>4,335,793</td>
<td>38.90</td>
<td>3,810</td>
<td>615</td>
</tr>
<tr>
<td>2</td>
<td>Bacillus thuringiensis BMB171</td>
<td>Firmicutes</td>
<td>5,314,794</td>
<td>35.20</td>
<td>5,663</td>
<td>516</td>
</tr>
<tr>
<td>3</td>
<td>Bacillus subtilis 168</td>
<td>Firmicutes</td>
<td>4,215,606</td>
<td>43.51</td>
<td>4,226</td>
<td>271</td>
</tr>
<tr>
<td>4</td>
<td>Bacteroides fragilis 638R</td>
<td>Bacteroidetes</td>
<td>5,310,990</td>
<td>43.40</td>
<td>4,290</td>
<td>547</td>
</tr>
<tr>
<td>5</td>
<td>Bacteroides thetaiotaomicron VPI-5482</td>
<td>Bacteroidetes</td>
<td>6,293,399</td>
<td>42.90</td>
<td>4,778</td>
<td>325</td>
</tr>
<tr>
<td>6</td>
<td>Brevundimonas subvibrioides ATCC 15264</td>
<td>Proteobacteria</td>
<td>3,445,263</td>
<td>68.40</td>
<td>3,379</td>
<td>412</td>
</tr>
<tr>
<td>7</td>
<td>Burkholderia cenocepacia J2315</td>
<td>Proteobacteria</td>
<td>3,870,082</td>
<td>66.90</td>
<td>7,070</td>
<td>383</td>
</tr>
<tr>
<td>8</td>
<td>Burkholderia pseudomallei K96243</td>
<td>Proteobacteria</td>
<td>4,074,542</td>
<td>68.10</td>
<td>5,727</td>
<td>505</td>
</tr>
<tr>
<td>9</td>
<td>Burkholderia thailandensis E264</td>
<td>Proteobacteria</td>
<td>6,723,972</td>
<td>67.60</td>
<td>5,632</td>
<td>406</td>
</tr>
<tr>
<td>10</td>
<td>Campylobacter jejuni jejuni 81-176</td>
<td>Proteobacteria</td>
<td>1,616,554</td>
<td>30.50</td>
<td>1,653</td>
<td>384</td>
</tr>
<tr>
<td>11</td>
<td>Campylobacter jejuni jejuni NCTC 11168</td>
<td>Proteobacteria</td>
<td>1,641,481</td>
<td>30.50</td>
<td>1,572</td>
<td>166</td>
</tr>
<tr>
<td>12</td>
<td>Escherichia coli MG1655</td>
<td>Proteobacteria</td>
<td>4,639,675</td>
<td>50.80</td>
<td>4,146</td>
<td>296</td>
</tr>
<tr>
<td>13</td>
<td>Francisella novicida U112</td>
<td>Proteobacteria</td>
<td>4,016,947</td>
<td>32.50</td>
<td>1,721</td>
<td>392</td>
</tr>
<tr>
<td>14</td>
<td>Francisella tularensis schu S4</td>
<td>Proteobacteria</td>
<td>1,892,775</td>
<td>32.30</td>
<td>1,556</td>
<td>453</td>
</tr>
<tr>
<td>15</td>
<td>Haemophilus influenzae Rd KW20</td>
<td>Proteobacteria</td>
<td>1,830,138</td>
<td>38.20</td>
<td>1,658</td>
<td>642</td>
</tr>
<tr>
<td>16</td>
<td>Mycobacterium tuberculosis H37Rv</td>
<td>Actinobacteria</td>
<td>4,411,532</td>
<td>65.60</td>
<td>4,030</td>
<td>614</td>
</tr>
<tr>
<td>17</td>
<td>Mycoplasma palabinis UAB CTIP</td>
<td>Tenericutes</td>
<td>963,879</td>
<td>26.60</td>
<td>783</td>
<td>310</td>
</tr>
<tr>
<td>18</td>
<td>Porphyromonas gingivalis ATCC 33277</td>
<td>Bacteroidetes</td>
<td>2,354,886</td>
<td>48.40</td>
<td>2,090</td>
<td>460</td>
</tr>
<tr>
<td>19</td>
<td>Pseudomonas aeruginosa PAO1</td>
<td>Proteobacteria</td>
<td>6,265,484</td>
<td>66.60</td>
<td>5,515</td>
<td>336</td>
</tr>
<tr>
<td>20</td>
<td>Pseudomonas aeruginosa UCBPP-PA14</td>
<td>Proteobacteria</td>
<td>6,264,404</td>
<td>66.30</td>
<td>5,892</td>
<td>335</td>
</tr>
<tr>
<td>21</td>
<td>Rhodopseudomonas palustris CGA009</td>
<td>Proteobacteria</td>
<td>5,459,213</td>
<td>65.00</td>
<td>4,874</td>
<td>522</td>
</tr>
</tbody>
</table>

Notes: *no. of genes reported in the NCBI database of genes.
**no. of EGs reported in the DEG.
### Table 1 Genomic features of the bacteria considered in this study (continued)

<table>
<thead>
<tr>
<th>Sl. no.</th>
<th>Bacteria name</th>
<th>Phylum</th>
<th>Genome size (bp)</th>
<th>Genome G + C%</th>
<th>Total no. of genes*</th>
<th>No. of essential genes**</th>
</tr>
</thead>
<tbody>
<tr>
<td>22</td>
<td><em>Salmonella enterica serovar Typhi</em> Ty2</td>
<td>Proteobacteria</td>
<td>4,791,961</td>
<td>52.10</td>
<td>4,714</td>
<td>358</td>
</tr>
<tr>
<td>23</td>
<td><em>Salmonella enterica serovar Typhimurium</em> 14028S</td>
<td>Proteobacteria</td>
<td>4,870,265</td>
<td>52.20</td>
<td>5,315</td>
<td>105</td>
</tr>
<tr>
<td>24</td>
<td><em>Salmonella typhimurium</em> LT2</td>
<td>Proteobacteria</td>
<td>4,857,432</td>
<td>52.20</td>
<td>4,458</td>
<td>230</td>
</tr>
<tr>
<td>25</td>
<td><em>Shewanella oneidensis</em> MR-1</td>
<td>Proteobacteria</td>
<td>4,969,803</td>
<td>45.90</td>
<td>4,069</td>
<td>403</td>
</tr>
<tr>
<td>26</td>
<td><em>Sphingomonas wittichii</em> RW1</td>
<td>Proteobacteria</td>
<td>5,382,261</td>
<td>67.90</td>
<td>4,850</td>
<td>535</td>
</tr>
<tr>
<td>27</td>
<td><em>Staphylococcus aureus</em> NCTC 8325</td>
<td>Firmicutes</td>
<td>2,821,361</td>
<td>32.90</td>
<td>2,892</td>
<td>351</td>
</tr>
<tr>
<td>28</td>
<td><em>Streptococcus agalactiae</em> A909</td>
<td>Firmicutes</td>
<td>2,127,839</td>
<td>35.60</td>
<td>1,906</td>
<td>317</td>
</tr>
<tr>
<td>29</td>
<td><em>Streptococcus mutans</em> UA159</td>
<td>Firmicutes</td>
<td>2,030,921</td>
<td>36.80</td>
<td>1,960</td>
<td>197</td>
</tr>
<tr>
<td>30</td>
<td><em>Streptococcus pneumoniae</em></td>
<td>Firmicutes</td>
<td>2,038,615</td>
<td>38.57</td>
<td>2,238</td>
<td>244</td>
</tr>
<tr>
<td>31</td>
<td><em>Streptococcus pyogenes</em> NZ131</td>
<td>Firmicutes</td>
<td>1,815,785</td>
<td>38.60</td>
<td>1,418</td>
<td>241</td>
</tr>
<tr>
<td>32</td>
<td><em>Streptococcus sanguinis</em></td>
<td>Firmicutes</td>
<td>2,388,435</td>
<td>43.40</td>
<td>2,270</td>
<td>218</td>
</tr>
<tr>
<td>33</td>
<td><em>Streptococcus suis</em></td>
<td>Firmicutes</td>
<td>2,096,309</td>
<td>41.30</td>
<td>2,041</td>
<td>361</td>
</tr>
<tr>
<td>34</td>
<td><em>Synechococcus elongatus</em> PCC 7942</td>
<td>Cyanobacteria</td>
<td>2,695,903</td>
<td>55.40</td>
<td>2,422</td>
<td>682</td>
</tr>
<tr>
<td>35</td>
<td><em>Vibrio cholerae</em> N16961</td>
<td>Proteobacteria</td>
<td>4,033,464</td>
<td>47.50</td>
<td>3,722</td>
<td>779</td>
</tr>
</tbody>
</table>

Notes: *no. of genes reported in the NCBI database of genes.  
**no. of EGs reported in the DEG.

#### 2.2 Determining the feature set

In our analysis, we have considered single-nucleotide compositional features of genes to predict EGs. Considering the physio-chemical properties discussed in the introduction section, we have calculated the following compositional features in this study: percentage of the occurrence of the nucleotides A, T, G, and C, length of the genes, \((A + T)\%\), \((G + C)\%\), AT-skew, GC-skew, AG-skew, CT-skew, RY-skew, AC-skew, GT-skew, and KM-skew. Mathematically, these features are defined as follows. For a nucleotide n with a count \(x_n\) in a sequence, nucleotide frequency \(f_n\) is defined as

\[
f_n = \frac{x_n}{\sum_{n=A,T,C,G} x_n} \times 100
\]

(1)

For a genome sequence, \((A + T)\%\) and \((G + C)\%\), are defined as
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\[
(A+T)\% = \frac{x_A + x_T}{\sum_{n=\{A,T,C,G\}} x_n} \times 100
\]

\[
(G+C)\% = \frac{x_G + x_C}{\sum_{n=\{A,T,C,G\}} x_n} \times 100
\]

For a genome sequence, different skew values are defined as

\[
AT_{skew} = \frac{x_A - x_T}{x_A + x_T}
\]

\[
GC_{skew} = \frac{x_G - x_C}{x_G + x_C}
\]

\[
AG_{skew} = \frac{x_A - x_G}{x_A + x_G}
\]

\[
CT_{skew} = \frac{x_C - x_T}{x_C + x_T}
\]

\[
AC_{skew} = \frac{x_A - x_C}{x_A + x_C}
\]

\[
GT_{skew} = \frac{x_G - x_T}{x_G + x_T}
\]

\[
RY_{skew} = \frac{(x_A + x_G) - (x_C + x_T)}{\sum_{n=\{A,T,C,G\}} x_n}
\]

\[
KM_{skew} = \frac{(x_G + x_T) - (x_A - x_C)}{\sum_{n=\{A,T,C,G\}} x_n}
\]

2.3 Classification

We used seven machine learning-based classifiers, available in the sci-kit-learn library of Python – logistic regression (LR) (Peng et al., 2002), Gaussian Naïve Bayes (GNB) (Pérez et al., 2006), k-nearest neighbours (kNNs) (Baek and Sung, 2000), decision tree (DT) (Quinlan, 1986), random forest (RF) (Breiman, 2001), extreme gradient boosting (XGB) (Sheridan et al., 2016) and support vector machine (SVM) for the prediction of EGs.

2.4 Metrics for performance estimation

To estimate the performance of the classifiers, we considered k-fold cross-validation (5-fold in our case) score, precision, recall, F1-score, and AUC-ROC measures. Cross-validation is used to evaluate machine learning models which involves resampling
of data. Given a data sample, it is split into $k$ equally distributed sub-samples. Of the $k$ sub-samples, one sub-sample is kept for validating the model, and the remaining $k - 1$ sub-samples are used to train the model. Each sub-sample is used exactly once for validating the model for the $k$ number of iterations ($k$-folds). Results from each of the folds are then averaged to give a single result. Precision is a performance metric that gives the ratio of the observations that are correctly predicted as positive to the total number of observations that are predicted as positive by the model. Recall is another performance metric that gives the ratio of observations correctly predicted as positive to all the observations in the actual class. The metric, F1-score gives a weighted average of precision and recall.

For a machine learning model to perform efficiently, it is desirable to reduce the number of features in the dataset (Cai et al., 2018). Redundant variables reduce the generalisation capability of a model and may also reduce the overall accuracy of the classifier. Moreover, large numbers of features increase the complexity of the model (Kotsiantis, 2011). So an efficient feature selection method is necessary to select the best features in the dataset that helps increase the prediction accuracy of the classifier. Input variables that have the strongest relationship with the target variables are selected. We have used the Boruta feature selection algorithm (Kursa and Rudnicki, 2010) after initial analysis, which was done without using any statistical feature selection algorithm.

2.5 Software used

All the nucleotide compositional features are computed using our program written in Python (version 3.9.4). We have used sci-kit-learn library (version 0.24.2) of Python for the classification that features various classification and regression algorithms. R (version 4.0.5) is used for plotting graphs and different statistical analyses.

2.6 Overview of the methodology used

We considered all the genes of an organism into two sets for compositional feature-based machine learning analysis. Genes reported as EGs in DEG were considered in the first set, and the remaining genes were grouped in the second set. As there was no information about the NEGs in DEG, we performed a one-class classification among genes in the second set to remove outliers (if any). We applied one-class SVM for outlier detection and discarded the outlier genes. The number of genes in the first set in all 35 organisms was comparatively less than the number of genes in the second set. So, to avoid any effect of skewed dataset on classification results, we performed a randomised sub-sampling among genes in the second set to extract the same number of genes as that of the first set and prepare two balanced sets of genes. First, the set of EGs and second, the set of remaining genes was considered the proxy of NEGs. Considering the base compositional features and seven machine learning-based classifier algorithms, we did a detailed analysis to understand to what extent essentiality can be predicted. For determining the classification accuracy, we applied a 5-fold cross-validation. The mean of the accuracy of the 5-folds cross-validation was considered as the final accuracy score; also, AUC score was used to estimate the performance of the classifiers. Other metrics such as precision, recall, F1-score, and support were also used to assess the performance of the classifiers. We have summarised the methodology in Figure 1.
3 Results and discussion

3.1 Variable performance of single nucleotide compositional feature-based machine learning classifiers towards essentiality prediction

Assuming differential values single-nucleotide compositional features between the essential and NEG sets, we used several advanced machine learning-based classifiers and measured performance metrics such as 5-fold CV score, AUC, precision, recall and F1-score. The performance scores achieved by each of the classifiers vary to a great extent. It can be observed that most of the classifiers performed poorly in classifying essential and NEGs. Classification scores are less than 70% for the majority of the datasets. AUC scores greater than 70% obtained by LR achieved for 15 organisms, by GNB for 11 organisms, by kNNs for 3 organisms, by DT for 1 organisms, by RF for 13
organisms, by XGB for 12 organisms and by SVM for 14 organisms. Though LR achieved AUC greater than or equal to 70% for 14 organisms, it achieved a 5-fold cross-validation score greater than or equal to 70% for only two organisms, while RF achieved a 5-fold CV score of at least 70% for three organisms. The range of scores achieved for the performance metrics for each of the classifiers is shown in Table 2. Table 3 shows the number of organisms for which each classifier achieved AUC score and a 5-fold CV score greater than or equal to 70%. Results obtained for the performance metrics – 5-fold CV score, AUC, precision, recall, and F1-score are in Appendices 1, 2 and 3. Box plots of a range of 5-fold CV scores and AUC scores are presented in Figures 2 and 3, respectively. Figure 4 shows the ROC curves of the seven classifiers for four randomly picked organisms.

Table 2: Range of performance scores for the seven classifiers

<table>
<thead>
<tr>
<th>Classifier</th>
<th>5-fold CV score</th>
<th>AUC</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>0.52–0.76</td>
<td>0.54–0.95</td>
<td>0.46–0.81</td>
<td>0.49–0.86</td>
<td>0.49–0.73</td>
</tr>
<tr>
<td>GNB</td>
<td>0.49–0.70</td>
<td>0.53–0.82</td>
<td>0.52–0.78</td>
<td>0.29–0.86</td>
<td>0.38–0.77</td>
</tr>
<tr>
<td>KNN</td>
<td>0.49–0.76</td>
<td>0.51–0.76</td>
<td>0.47–0.73</td>
<td>0.43–0.75</td>
<td>0.48–0.74</td>
</tr>
<tr>
<td>DT</td>
<td>0.50–0.68</td>
<td>0.49–0.76</td>
<td>0.42–0.77</td>
<td>0.48–0.72</td>
<td>0.47–0.73</td>
</tr>
<tr>
<td>RF</td>
<td>0.52–0.77</td>
<td>0.53–0.84</td>
<td>0.49–0.74</td>
<td>0.53–0.83</td>
<td>0.52–0.75</td>
</tr>
<tr>
<td>XGB</td>
<td>0.50–0.75</td>
<td>0.55–0.80</td>
<td>0.52–0.78</td>
<td>0.49–0.94</td>
<td>0.53–0.85</td>
</tr>
<tr>
<td>SVM</td>
<td>0.49–0.75</td>
<td>0.54–0.82</td>
<td>0.54–0.79</td>
<td>0.35–0.80</td>
<td>0.44–0.74</td>
</tr>
</tbody>
</table>

Table 2 shows the range of accuracy achieved by each of the seven classifiers for the performance metrics – 5-fold CV score, AUC, precision, recall, and F1-score.

Table 3: Number of organisms for which AUC scores and 5-fold CV scores greater than or equal to 70% achieved by the seven classifiers

<table>
<thead>
<tr>
<th>Classifier</th>
<th>AUC score &gt;=70%</th>
<th>5-fold CV score &gt;=70%</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>15</td>
<td>2</td>
</tr>
<tr>
<td>GNB</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>KNN</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>DT</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>RF</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td>XGB</td>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td>SVM</td>
<td>14</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3 gives the number of organisms for which AUC score and 5-fold CV score are greater than or equal to 70%. For each of the classifiers, we have a different score.

Figure 2 represents the range of 5-fold CV scores achieved for the 35 organisms by the seven classifiers. Each box in the box-plot represents the CV scores achieved by each of the seven classifiers.

Figure 3 represents the range of AUC scores achieved for the datasets of the 35 organisms by each of the seven classifiers. Each box in the box-plot represents the AUC scores achieved by each of the seven classifiers.

Figure 4 represents ROC curve and AUC scores for four randomly selected organisms.
3.2 Variable performance of classifiers across organisms

High variability of the classification scores across organisms can be seen. While the highest 5-fold CV score achieved by the RF classifier is 0.77 for the organism *Salmonella enterica serovar Typhimurium* 14028S, the lowest is 0.52 for *Haemophilus influenzae* Rd KW20. In case of the RF classifier, 5-fold CV scores greater than or at least equal to 0.70 was achieved for three organisms, *Bacteroides fragilis* 638R, *Sphingomonas wittichii* RW1, and *Salmonella enterica serovar Typhimurium* 14028S. For *Salmonella enterica serovar Typhimurium* 14028S, a 5-fold CV score is at least 70% for all classifiers. For *Escherichia coli* MG1655, 5-fold CV score is 0.65 for LR, 0.60 for GNB, 0.59 for kNNs, 0.56 for DT, 0.55 for RF, 0.59 for XGB, and 0.64 for SVM.

3.3 Feature selection is not able to improve the performance of the classifiers

After the initial analysis, we applied a feature selection algorithm called Boruta algorithm that is used as a wrapper around the RF classifier. The list of features selected by Boruta algorithm varies from organism to organism. For many of the microorganisms, all the 15 features are preferred, but the feature rankings vary across organisms, while for a few organisms like *Haemophilus influenzae* Rd KW20 and *Salmonella typhimurium* LT2 very
few features were selected. Classification scores after feature selection did not improve. A feature ranking for two organisms is shown in Figure 5. We have also plotted the mean feature rank values given by the algorithm across the 35 organisms (Figure 6), from which it can be seen that medians of all the features lie within a similar range. List of selected and rejected features for the 35 organisms, mean of feature importance for each dataset, and graphical representation of feature rankings are given in Appendices 4, 5 and 6, respectively.

Figure 4  ROC curves of four organisms based on the nucleotide compositional feature set (see online version for colours)

Figure 5 represents feature importance given by Boruta algorithm in graphical form using box plots. Each feature represents a box in the box plot. Green boxes represent the selected features, blue boxes represent the shadow attributes – ShadowMax, ShadowMean, and ShadowMin generated by the algorithm and red boxes represent the rejected features.

Figure 6 represents a box-plot of the mean values of the feature ranking given by Boruta algorithm for all the features across the 35 organisms. The X-axis denotes the features, and the Y-axis represents the mean values.
Figure 5  Feature ranking by Boruta algorithm for datasets of two organisms, (a) organism: *Brevundimonas subvibriodes* (b) organism: *Escherichia coli* (see online version for colours)

Figure 6  Mean of feature importance given by Boruta algorithm across 35 organisms
3.4 Similar compositional features distribution between essential and NEGs

To investigate the reason behind the low classification accuracy of our machine learning models we have created box plots of the features we considered for the classification. GC percentage values of essential and NEGs lied in an almost similar range (Figure 7). Moreover, medians of the box-plots of the other features, percentage of A, T, G and C, length of the genes, (A + T)%, AT-skew, GC-skew, AG-skew, CT-skew, RY-skew, AC-skew, GT-skew, KM-skew too lied in an almost similar range across essential and NEGs (Figures 8 and 9). Since there is no difference in the range of values across essential and NEGs for the feature set, we had considered the accuracy of the classifiers was very low.

Figure 7 Box plot of range of GC percentage in EG and NEG across the 35 bacteria
(see online version for colours)

Figure 7 shows the range of GC% in EGs and NEGs of the 35 organisms. The range and median values are similar in EG and NEG.

Figure 8 represents a box plot of EG and NEG nucleotide composition in Escherichia coli. The X-axis represents the nucleotide composition in EG and NEG, and the Y-axis represents the percentage of the nucleotides. The range of nucleotide composition in NEGs is larger compared to EGs, but median values for the nucleotides in EGs and NEGs in each of the four features are almost equal.

Figure 8 Box plot of A, C, G and T percentage in EG and NEG in Escherichia coli
Prediction of essential genes using single nucleotide compositional features

Figure 9 represents a box plot of nucleotide composition skew of EG and NEG in *E. coli*. X-axis represents six types of skews – AT-skew, GC-skew, Purine-skew, Pyrimidine-skew, RY-skew, Amino-skew, Keto-skew, KM-skew in EGs and NEGs. Y-axis represents the skew values. Observation: The median value for EG and NEG in each of the six skew measures is almost equal.

Figure 9  Box plot of AT-skew, GC-skew, Purine-skew, Pyrimidine-skew, RY-skew, Amino-skew, Keto-skew, KM-skew variation across EGs and NEGs in *Escherichia coli*

4  Conclusions

In this machine learning-based compositional feature analysis of bacterial genomes, the classifiers could achieve low to moderated classification accuracy. The accuracy scores were also found to vary from organism to organism. It was observed that the values of the features considered for the work lied in a similar range across essential and NEGs across organisms and therefore the classifiers could not distinguish between the two classes of genes. So, from this analysis, the single nucleotide composition-based feature set we had considered is not sufficient for classifying EGs and NEGs even though nucleotide composition has some contribution in gene essentiality prediction in some of the organisms. Future analysis considering higher-order compositional features might be helpful in this regard. Codon composition in the bacterial genome is known to be influenced by the expression level of the genes. It will be interesting to explore the relationship between gene essentiality and codon usage in the future.

Appendices/Supplementary materials are available on request by emailing the corresponding author.
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