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Abstract: Content-based image retrieval is a process applied for searching of 
images from a large database in which searching is done based on the content 
of the image. The content of the image can be of colour, texture, and shape. 
This paper concentrates the primitive feature of texture in which the extraction 
of image content is considered. The implementation of such a system requires 
the extraction and storing of the image features to be compared with the 
features of the query image with this flow, the implementation process is more 
dynamic since all features have already been stored somewhere. This paper 
proposed a new method called prototype based cluster (PBC) where the 
features with similar values or properties are grouped together to form clusters 
and comparison is made between these clusters with the database images and 
the relevant images are retrieved and stored. This method will show good 
performance when compared with existing ones. The experimental result shows 
the effectiveness of our proposed method PBC applied on the query image. 
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1 Introduction 

Imaging has played an important role in our life. Our ancestors used the walls of their 
caves to paint some pictures telling us some information about their life. The emergence 
of the World Wide Web enables users to access data from any place and provides the 
exploitation of digital images in any fields. Naturally, when the amount of data becomes 
larger and larger it will be useless and unless are effective methods to access. From the 
past and until now images from different fields are stored in groups as image databases 
for each field thousands of images have common features. If we want to search for a 
certain image, the primitive methods like search by text or image description are not 
accurate and time-consuming. 

To search for an image in a huge image database it is not efficient to use text or image 
descriptors to overcome this problem, a new technique called content-based image 
retrieval is used to search and retrieve an image from the database. Typical content based 
image retrieval (CBIR) uses the contents of an image to represent and access CBIR 
systems extract features from images in the database based on the value of the image 
pixels. These features are smaller than the image size and stored in a database called 
feature database. 

The main advantage of using CBIR System is that the system uses image features 
instead of using the image itself. So; CBIR is a cheap, fast and efficient over image 
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search methods. Research in CBIR is a hot topic nowadays. It is important to realise that 
image retrieval does not entail solving the general image understating problems. The 
retrieval system presents similar images. The user should define what the similarity 
between images has to be. So when we want to develop an efficient algorithm for CBIR, 
some problems have to be solved.  

The first problem is to select the image features that will represent the image, some of 
the features can be visual features (colour, texture, shape). The second problem is the 
computational steps to extract features of an image and to deal with large image 
databases. We have to keep in our mind that large image databases are used for testing 
and retrieving. In this area of research selection of features to represent an image in the 
database is still an unresolved issue. Existing approaches are inefficient and inaccurate to 
the query image. We propose a new efficient technique called PBC to solve these 
problems by using clustering algorithms. Image clustering based on the PBC reduces the 
size of matching data in the retrieval. 

The rest of the paper is organised as then following: Section 2 brief about the reviews 
based on some related work and CBIR systems. Section 3 presents the algorithm 
description and its main role as a pre-processing step. In Section 4, we introduce the 
proposed (PBC) system for CBIR system implementation and experimental results are 
given in Section 5. Section 6 summarises our proposed system and some proposed future 
work. 

2 Reviews on related work 

Clustering is a form of unsupervised classification that aims at grouping data points based 
on similarity. Clustering has widespread applications in image processing. Colour-based 
clustering techniques have proved useful in image segmentation (Yang et al., 2012).  
The K-means algorithm is quite popular for this purpose. Clustering based on the visual 
content of images (Dey and Ashour, 2016) is an area that has been extensively researched 
for several for this finds application in image retrieval. Image clustering can also be used 
to optimise the performance of a number of CBIR system while the performance of a 
number of clustering algorithms in image retrieval has been analysed in previous works 
(Liu et al., 2007; Amory et al., 2012; Li and Shapiro, 2002). A hybrid method has been 
proposed for image clustering based on combining the particle swarm optimisation (PSO) 
with k-means clustering algorithms (Younus et al., 2014). We apply our proposed 
algorithm to CBIR and compare its performance with that of the k-means clustering.  
K-means have been widely used for its simple and rapid calculation. The World Wide 
Web consists of billions of web images, and the results of a query to a search engine can 
return thousands of images. Clustering can be used to group these search results into a 
small number of clusters, each of which captures a particular aspect of the query. Younus 
et al. (2014) discussed his work towards the primitive features of colour, shape, Texture. 
Concentrates more on all the methods and made the final resultant by applying PSO 
method which named as swarm optimisation algorithm and showed the results for image 
retrieval. Jhanwar et al. (2004) focus on the cooccurrence matrices where a kind of 
analysis is the computation of grey level cooccurrence matrices. The matrix can be 
computed by separating the intensity values present in the image into a small number of 
different levels. But the present suggested method is purely based on clustering and 
extracting the features from various levels of indexing gives exact retrieval of query 
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image from a large collection comparison is made with Younus et al. (2014) and Jhanwar 
et al. (2004) which is discussed in Table 1. 

Table 1 Precision and recall values of methods compared 

Image 

Jhanwar et al. (2004) Younus et al. (2014) Proposed method (PBC) 
Avg. 

precision 
Avg. 

recall 
Avg. 

precision 
Avg. 

recall 
Avg. 

precision 
Avg. 

recall 

Food 0.745 0.198 0.824 0.245 0.843 0.285 
Horse 0.725 0.176 0.765 0.195 0.789 0.211 
Dinosaur 0.789 0.186 0.765 0.192 0.802 0.201 
Elephant 0.801 0.241 0.841 0.257 0.858 0.276 
Building 0.721 0.187 0.736 0.19 0.751 0.199 
House 0.765 0.179 0.762 0.211 0.808 0.242 
Transport 0.814 0.218 0.808 0.237 0.857 0.279 
Roses 0.798 0.212 0.821 0.215 0.831 0.235 
Mountain 0.854 0.245 0.845 0.236 0.883 0.271 
Sea 0.811 0.247 0.841 0.219 0.847 0.258 

Avg.(%) 0.7823 0.2089 0.8008 0.2197 0.8269 0.2457 

3 Proposed method PBC 

Prototype based clustering techniques create a one level partitioning of the data objects. 
There are a number of such techniques but the most prominent are K-means and 
prototype based clustering. Prototype based clustering defines in terms of a finding mean 
which we can call it as centroid or in other words the mean of a group of points and is 
typically applied to objects in a continuous-dimensional space.  

First initialise the number of clusters. Each point is assigned to the initialised clusters 
based on how close it is to the cluster (Closeness is identified by calculating the distance 
between the point and the cluster value). This procedure is repeated till all the points are 
assigned to the initialised clusters. The group of point present constitutes a cluster. Again 
the procedure is repeated with these groups of clusters and the above-said process is 
repeated until we are not getting repeated points in clusters i.e., further there is no 
variation in points present in the cluster. The process is stopped. For each cluster, we can 
generate the output image. Figure 1 shows the block diagram of the proposed method. 

3.1 Steps involved in proposed method 

1 Initialise the number of clusters.(Say C1,C2,C3, …, CK). 

2 Assign points to the clusters by using distance formula (If R = (R1, R2, R3, …, Rn) and 
S = (S1, S2, S3, …, Sn) are two points, then the distance from R to S, or from S to R  
is given by  
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3 Group the points then calculate the new clusters. 

4 The above procedure is repeated until there is no difference in points and their 
clusters. 

5 Calculate the mean by using equation (1) of all clusters and store the value. 

Sum of data pointsMean = .
Number of data points

 (1) 

6 The above procedure is repeated for the database image and the resultant mean is 
stored. 

7 Similarity measurement is applied to the stored mean for the query as well as 
database image. 

8 If mean equals for the particular cluster specified by the user then the corresponding 
images are retrieved. 

Figure 1 Block diagram of planned PBC (see online version for colours) 

 

4 Experimental results 

The experimental results shown in Figure 2(a)–(d) here describe the clustering output for 
our proposed method PBC. In this, we have taken a query image in which our proposed 
method PBC is applied. We made an initial assumption as 3. The image can be fed into 
this proposed method PBC and the corresponding cluster outputs are as shown in Table 2. 
Once the output image has been generated we are finding the mean for all three clusters. 
Then one can able to compare the mean of any cluster with the database images. By 
repeating the procedure which is explained in the proposed method one can able to get 
the resultant mean for the database image. Here our proposed method PBC is specific  
in mentioning the number of clusters, as well as the comparison, is made between  
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any one of the clusters. Take for example if we want to compare the first cluster mean of 
the query image then the database image is also compared with the first cluster means it 
has got. 

Figure 2 (a) Image clustered into 3; (b) output image generated for cluster 1; (c) output image 
generated for cluster 2 and (d) output image generated for cluster 3 (see online version 
for colours) 

 

Table 2 Means got from various clusters for the categorised images 

Image 
Original 

mean 
Indexed 
mean 

Mean of 
Cluster 1 

Mean of  
Cluster 2 

Mean of  
Cluster 3 

Food 173.8614 206.3135 131.5169 152.0495 134.0906 
Horse 160.6258 160.5432 126.6738 141.4642 136.2664 
Dinosaur 230.3399 205.1233 159.036 210.2528 147.603 
Elephant 198.2735 164.4888 134.2994 149.3761 157.8413 
Building 191.4827 216.8341 157.7465 167.8927 152.2955 
House 152.2819 188.1724 139.2978 129.1261 136.1259 
Transport 191.4827 216.8341 157.7465 167.8927 152.2955 
Roses 153.4382 153.1978 126.0175 123.6205 130.6858 
Mountain 170.1281 151.4001 124.1347 141.9551 146.9917 
Sea 196.9676 184.7245 131.6861 133.6405 174.5845 

This experimental section tests our proposed system and traces the changes. This section 
totally deals with the description of our results and giving clarification for the output we 
got and also compared with the existing system which is better in retrieving. We have 
proposed a new system which is PBC works by forming the input image into clusters and 
on the user’s interest depends on the specification of the cluster the mean in compared 
with the image database. The working procedure for our proposed method is clearly 
explained in Section 2. 

We have taken the image database called WANG for testing our proposed method in 
which nearly 1000 images were present. For our convenience, we have categorised the 
images into classes each of which consists of some similar group of images. This method 
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PBC is applied to the image category and the resultant images are retrieved based on the 
type of cluster the images retrieved. To know the retrieval efficacy of our proposed 
method we would like to compute the performance evaluation by knowing the precision 
and recall. The system is tested with various categories of images from image database 
called WANG.  

Table 2 shows the various cluster means obtained for the random images generated 
from the WABG image database. Based on the indexing of the clusters present in the 
image the mean will vary from one cluster to another. In this table, if we look into the 
values of cluster 1 in dinosaur the mean is 159.036 but while we are looking into the 
mean of cluster 2 for dinosaur is 210.2528 while comparing with other images this image 
cluster2 is greater when compared with other cluster image means. Depends on the 
indexing value of the colour it will differ from one cluster to another. 

4.1 Computation of precision and recall 

The precision and recall are mainly used to know the performance of the methods in 
CBIR. Precision measures the retrieval accuracy, while the equation is given as follows: 

Number of relevant image retrievedPrecision = .
Total number of images retrieved

 

Recall measures the retrieval robustness while the equation is given as follows: 

Number of relevant image retrievedRevall = .
Total number of images retrieved

 

The research is exposed to the number of images set as 10 to compute the average 
precision and recall of each query image. The proposed PBC method experiments based 
on sum-of-absolute differences (SAD) Similarity measures is shown in equation (3). 

1

0

SAD( , ) = 1 [ ] [ ],
n

q t q t
i

f f f i f i
−

=

−∑  (3) 

where fq, ft represent query feature vector and database feature vectors and n is the 
number of features in each vector. 

Table 3 shows the precision of our proposed method PBC gives 82% and Recall gives 
24% which shows our method works better. 

We are compared our method PBC with other clustering methods also and the result 
is displayed as shown in Table 1. The output of this method is compared to the 
performance of the methods of Jhanwar et al. (2004) and Zeyad and Al-Zhour (2014). 

Table 1 shows that our proposed system performance is better than other systems for 
all categories of images except for few images there will be a slight variation. The major 
reason lies behind this is if we are dividing the image into clusters it will group the pixels 
values into groups and the values near to the group form a new group. While forming the 
cluster with less indexing then there will be a chance of getting the output similar to other 
methods. So have a concentration on grouping the clusters. Our proposed method groups 
the clusters into three and experimentation is carried out based on this cluster which gives 
better performance when compared with other methods carried over with clusters. 
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Figure 3 shows the query image horse and Figure 4 shows the resultant image 
obtained after applying our proposed method (PBC) for the image database WANG.  
Table 2 gives the details about the means of all clusters for the random images we have 
taken from the image database. The image retrieved on the average of 80%. The overall 
performance of proposed PBC obtained is more than 76% are perfect, competent and 
ordered. Figures 5–7 shows the graphical representation of the precision and recall values 
of proposed and compared methods. 

Figure 3 Qeury image (see online version for colours) 

 

Figure 4 Retrieved images based on query image (see online version for colours) 

 

Table 3 Performance of the proposed method PBC related to precision and recall 

Image Avg. precision Avg. recall 

Food 0.843 0.285 
Horse 0.789 0.211 
Dinosaur 0.802 0.201 
Elephant 0.858 0.276 
Building 0.751 0.199 
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Table 3 Performance of the proposed method PBC related to precision and recall (continued) 

Image Avg. precision Avg. recall 
House 0.808 0.242 
Transport 0.857 0.279 
Roses 0.831 0.235 
Mountain 0.883 0.271 
Sea 0.847 0.258 
Avg(%) 0.8269 0.2457 

Figure 5 Graphical representation has been depicted to show the precision and recall of the 
proposed method (PBC) (see online version for colours) 

 

Figure 6 Graphical representation of precision values with other methods (see online version  
for colours) 

 

Figure 7 Graphical representation of recall values with other methods (see online version  
for colours) 
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5 Conclusion 

The proposed method PBC shows effective in the retrieval process. The image is fed into 
three levels of separation based on the intensity values of the image. Based on the user 
needs the type of cluster has been selected and the corresponding mean is compared with 
the image database. These method performances well in retrieving the images related to 
the query image supplied. A future enhancement may be done with this method by adding 
an extra primitive feature to get betterment of the results. 
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