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Abstract: Big data environment in current scenario is dealing with challenges 
in handling inherent complexity residing in the massive heterogeneous, 
multivariate and continuously evolving real-time data along with offline 
statistics. The role of big data analytics to analyse such a highly diverse data 
also plays a significant role in estimating predictive performance of a system. 
This paper thus aims at proposing an intelligent agent-based architecture that 
coordinates with big data analytics framework to model a system with an 
objective to improve the predictive performance of system by handling such 
diverse data. The paper also includes implementing predictive algorithm to 
predict crop yield in the agricultural domain. Various machine learning 
analytical tools have been used for data analysis to produce comprehensive and 
more accurate prediction using the proposed architecture. 
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1 Introduction 

The world has entered in an era of big data where big data does not only mean massive or 
huge amount of data but it also deals with other characteristics of data as continuous 
generation of high pace data, data having diverse forms and sources among others. As per 
The National Institute of Standards and Technology, the big data is defined to be 
characterised by data attributes volume, velocity, variety and variability, the V’s of big 
data (NIST, 2015). These metrics are utilised to classify big data sets. Along with these 
metrics, the big data architecture should also be scalable enough to ensure efficiency in 
storage, manipulation and analysis of big data (NIST, 2015; Hu et al., 2014). Many other 
metrics has also defined for big data; one such has added value to volume, velocity, 
variety and variability rearing it as 5V’s of big data (Shashaj et al., 2019). 

The basis of big data analytics is the procedure retrieving large amount of data from 
various source and then converting it into knowledge useful in many domains (Hu et al., 
2014). Big data processing is specified by processes that identify interesting hidden 
patterns, stores massive and heterogeneous data with an efficient storage infrastructure in 
addition to data analysis (NIST, 2015). Such environment poses challenge associated 
with big data analytics focusing on data interpretation, prediction, system modelling and 
simulation among others to be met by research communities. Also, the current trend has 
shown that not only offline but real-time online data also plays a major role in predictive 
analytics (Hu et al., 2014). Thereby, recent development in big data analytics demands 
new paradigms to be developed to mine and analyse massive data being both offline and 
real-time so as to substantially improve the decision making process. In an effort to 
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achieve such an objective, we have considered multi-agent paradigm with intelligent 
agents (IAs) to model the system architecture. IA is an entity that is reactive, proactive, 
autonomous, adaptable, intelligent, collaborative and knowledgeable in behaviour 
(Jennings and Wooldridge, 2000). As big data analytics has an advantage of discovering 
and analysing hidden patterns underlying massive data and IAs being autonomous and 
adaptive in nature becomes the most feasible choice for modelling big data analytics 
framework to enhance predictive power of the system. Multi-agent system (MAS) 
composed of IAs is a suitable choice as it offers an adaptive environment where dynamic 
modification may improve the decision making capability of the system (Sinha et al., 
2018). 

This work has been motivated by orthogonal features of IAs that have the capability 
to handle both offline and real-time dynamic data. This dynamic capability of IAs when 
combined with big data analysis approach presents a paradigm for handling real-time big 
data. 

In this paper, we have attempted to combine this capability of big data analysis with 
IAs to model an adaptive predictive system for predicting crop yield in agriculture sector. 
Machine learning (ML) algorithms were used for experimentation, to evaluate the 
predictive power and performance of the proposed agent-based architecture (Tsai et al., 
2015). The main contribution of the experimental work focuses on predicting crop yield 
specifically for Indian horticulture crops using multi-agent and big data analysis 
paradigm with ML tools, for which no significant work has been done till yet. In this 
study we are exploring two possibilities: 

1 Potential of MAS in big data analysis environment. 

2 Effectiveness of agent-based system in agriculture for crop-yield estimation. 

Novelty of the work lies in presenting and simulating multi-agent architecture having big 
data analysis capability which has been successfully applied in the domain of agriculture 
for crop-yield prediction. 

Section 2 of the paper presents recent literature review in the area of MAS for big 
data analytics and related recent work in agriculture domain. Section 3 proposes  
multi-agent big data analysis architecture and highlights the functions of each of its 
components. Section 4 demonstrates system modelling of exemplar case study on crop 
yield prediction and Section 5 presents experiment and result of simulation. Section 6 
presents the conclusion with future pipeline work. 

2 Related research 

Multi-agent paradigm is gaining a lot of popularity in big data analytics due to the 
requirement of identifying new paradigms suitable for analysing real-time data that varies 
with time in a dynamic environment. In this section, we have discusses some related 
work where authors have proposed multi agent architecture for supporting dynamic big 
data analytics. 

Twardowski and Ryzko (2014), have proposed architecture for big data processing in 
real-time using multi-agent approach based on Lambda architecture. Authors have 
applied the proposed architecture to implement recommendation system and concluded 
that it is a suitable approach to be applied in such applications which process both online 
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and offline datasets. In 2016, Belghache et al. have also explored the possibility of 
applying MAS to big data analytics. They proposed adaptive multi-agent system (AMAS) 
architecture to detect real-time data correlation continuously in a dynamic environment 
with the help of agents. The proposed architecture promises to achieve fast detection of 
real-time correlation of features, better context-learning and scaling up non-exponential 
system with efficient memory requirement in a complex and distributed environment. 
Though architecture proposes promising outcomes but performance evaluation and 
validation of proposed system are yet to be done tasks (Belghache et al., 2016). In the 
same year, Baert et al. (2016) have proposed MAS to optimise task reallocation for 
processing large datasets using negotiation. The proposed MAS help in analysing large 
dataset using MapReduce framework. The system is mainly characterised by Mapper and 
Reducer agent and the works focuses on implementing MapReduce framework without 
pre-processing data concluding that MAS is well suited to dynamic reallocation tasks. 

Elaggoune et al. (2018) in their work has presented an IA-based MapReduce 
framework for smart data extraction in the field of smart healthcare. The proposed 
framework promises advantage of being low cost by avoiding storage space wastage and 
a better decision making process using agents. Eliminating data redundancy in a 
distributed environment, tackling noise filtration without data loss and implementation of 
the proposed framework in smart healthcare and others are some of the constraints of 
current work to be handled in future. Shashaj et al. (2019) have designed a multi-agent 
specialisation system which represents a distributive MAS environment to initiate 
development of ambient intelligence (AmI) applications. Authors have also discussed 
suitability of the proposed agent environment under big data processing scenario. The 
future work intends to apply the proposed environment on an application to optimise 
customer/citizen operations. Also, Elaggoune et al. (2020) have proposed a multi-fuzzy 
agent system for smart data extraction in big data environment. In order to show the 
effectiveness of the proposed approach smart wireless sensor network was simulated 
using fuzzy agents with an objective to filter only relevant data from available input data 
in big data environment. They study showed that the proposed system improved the 
network efficiency in terms of power consumption and lifetime. 

Some recent work related to agriculture domain has also been studied to understand 
various phenomenon used. AlShahrani et al. (2017) have proposed a recognition system 
to classify healthy and rotten crops based on common attributes. Image processing and 
bag of features (BoF) methodologies were used for classification and statistical 
measurements. Least mean square error (LMSE) has been used to evaluation performance 
of image processing technique. Authors have also compared the result of BoF 
classification with results using measure LMSE for classifying crops as healthy and 
rotten. Rajinikanth et al. (2020) in their work have focused on recognising benchmark 
crop-weed (BCW) images. Main aim of authors was to identify the most suitable 
technique to recognise BCW images with best accuracy and precision. The work 
combines the spider monkey optimisation (SMO), Kapur’s multi-thresholding along with 
watershed segmentation methods for extracting crop-weed regions in BCW images. 

During literature survey, mainly two research gaps were identified and have been 
aimed at in our work. Although, many research work focus on advantages of MAS and 
big data analytics but there is a lack of applicability of such architecture in the field of 
agriculture. Also, survey work related to phenomenon used within agriculture domain 
shows that no significant work has been done to capture real-time agricultural data using 
IAs with big data analysis. 
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Thereby, in a quest to identify new approaches to model big data processing tasks, 
these research work supports multi-agent paradigm to be suitable one. We have thereby 
found an opportunity to propose and simulate a multi-agent based architecture for big 
data analysis in agriculture domain. In addition to this, the possibility of applying ML 
techniques in our work has also been identified to further improve the system’s predictive 
performance during analysis. 

3 Multi-agent big data analysis architecture 

Motivated by the successful projection of multi-agent paradigm at different stages of big 
data processing and its applicability in diverse domain, we have proposed an IA-based 
architecture to model an adaptive predictive system to assist data analysis process using 
ML tools. The paper also presents simulation of the proposed architecture for predicting 
crop yield in agriculture sector thereby contributing in precision agriculture. 

3.1 Function and behaviour of IAs 

In system engineering perspective, big data system has been presented as a value-chain 
consisting of four distinct consecutive phases shown in Figure 1. Data generation, data 
acquisition, data storage and data analytics are the four major phases of big data life cycle 
(Hu et al., 2014). 

Figure 1 Big data value chain 

 

Source: Hu et al. (2014) 

Inspired by this visualisation of whole big data system as a value-chain, the two phases 
data acquisition and data analytics has been modelled and simulated using IAs in the 
proposed MAS. Thereby, the proposed architecture is composed of two broad categories 
of adaptive IAs data acquisition agent (DAAgent) and data processing agent (DPAgent). 
The MAS architecture for big data analysis has been presented in Figure 2. 

3.1.1 Data acquisition agent 
As DAAgent simulates the functionalities of data acquisition process of big data  
value-chain, there are three major functions that are performed by DAAgent are (Hu  
et al., 2014; Di Martino et al., 2014): 

• Data collection that includes gathering structured and unstructured data. 

• Data pre-processing for cleaning and filtering of gathered data. 

• Data transmission. 
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Figure 2 Proposed big data – agent architecture 

 

Figure 3 Big data acquisition using IAs 
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DAAgent is an IA that captures both form of data being either static or dynamic in nature 
with its two variants s-DAAgent (static) and r-DAAgent (real-time) presented in  
Figure 3. 

s-DAAgent gathers those characteristic input feature set that remains static. Static 
data is either statistically computed or historic whose value does not change. Also, with 
an aim to capture the dynamic data which is more real-time in nature that keeps on 
changing frequently, the architecture also has an IA namely r-DAAgent. r-DAAgent has 
the responsibility of capturing data that keeps on changing at frequent intervals and 
interfaces with sensors in a dynamic environment. The time interval depends on the type 
of data collected for specific application to be implemented where small intervals may be 
in some hours, days or weeks. 

DAAgent also act as a coordinator agent to manage data collection. After the data is 
gathered, DAAgent pre-processes and extracts the relevant data attributes for 
experimental dataset. Pre-processing includes removing missing values, outlier detection, 
its removal and partitioning the data into training and test sets. After normalising the data 
sets, pre-processed data is transmitted to be stored either in big data storage using 
Hadoop or cloud-based virtual storage in cloud (Hu et al., 2014; Elaggoune et al., 2018; 
Geng et al., 2019). 

3.1.2 Big data storage 
The next phase after data acquisition phase in big data value chain is data storage. In this 
phase, the massive data collected is stored in a defined format using data management 
framework. The data is managed using file systems such as Hadoop distributed file 
storage system (HDFS), Hive and others, database technologies such as NoSQL along 
with some frameworks as MapReduce, Spark and others. Organised data allows for easy 
analysis and extraction of hidden knowledge in the form of correlation among collected 
datasets (Hu et al., 2014; Elaggoune et al., 2018). 

For simplicity, the structure and function of the storage model has not been discussed 
and its elaboration is beyond the scope of this study and gives a future work direction. 
This study keenly focuses on big data acquisition and analysis phase along with 
recommending the proposed architecture suitable for agricultural sector. 

3.1.3 Data processing agent 
The responsibility of DPAgent is to perform predictive data analysis and interpretation 
which are the main features of data analysis in big data value chain (Hu et al., 2014). 
Although, there are various tools and techniques that can be applied on big data for its 
analysis, ML has been one such technique that gives an opportunity to develop more 
robust system for comprehensive prediction and perception of complex data in diverse 
areas (Kersting and Meyer, 2018; Liakos, 2018). The predictive analytics by DPAgent 
utilises ML predictive algorithms to identify the characteristic patterns or correlation 
among underlying the massive input datasets during analysis. 

The DPAgent thus analyses and interprets the stored filtered data by deploying 
different ML algorithms during data analysis. The knowledge extracted or insights 
thereby observed by the system recommend set of actions that helps in optimising 
system’s predictive performance. As shown in Figure 4, DPAgent receives input from 
DAAgent for analysis. Since, IAs have the capability to react in a dynamic environment, 
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the DPAgent will act autonomously as and when there is a significant change in the  
real-time environment variables or characteristic feature of input dataset supplied by 
DAAgent. This implies that the ML algorithm will be executing at frequent intervals by 
incorporating changed values provided by DAAgent. This continuous computation by 
processing both static and real-time dynamic data makes DPAgent adaptive in nature and 
contributes towards optimising the overall prediction process, making the whole system 
adaptive. The data interpretations thereby result in identifying correlation among 
underlying data segments facilitating decision making. 

Figure 4 Big data processing and analysis using IAs 

 

4 Exemplar case study: crop yield prediction 

Agriculture in India is one of the largest employment sectors, contributing major 
percentage in Indian economy. Also, India being a land of diverse weather and soil, 
predicting crop yield is one of the major challenges in agriculture farming sector and 
despite development in technology still many of the farmers are following traditional 
techniques in agriculture farming (Shastry and Sanjay, 2020). This quest for equipping 
traditional practices with modern technology opens up many avenues of research in this 
domain. This paper emphasises on utilising MAS and big data analysis with ML tools to 
model and automate crop yield prediction process (Liakos, 2018). The productivity of 
crop is dependent on different attributes which can be classified as soil, weather and other 
agricultural attributes. Some key soil attributes include soil moisture content, surface 
temperature, soil organic matter, type, pH value and depth. Key weather attributes 
includes rainfall, temperature, humidity measure and solar radiation. Uncertainty in 
weather conditions makes most of the weather attributes to be dynamic in nature. 
Farming area, amount of fertiliser application, crop species, date of sowing, seasonal 
duration cultivar (SDR), irrigation water depth are some of the important other 
agricultural attributes for estimating crop yield (Gonzalez-Sanchez et al., 2014; 
Majumdar et al., 2017). 
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Figure 5 Simulated agents for exemplar environment 

 

In order to handle such multivariate, heterogeneous and continuously evolving  
real-time data that affects crop productivity MAS has been modelled for agriculture big 
data analysis. Figure 5 demonstrates that in the proposed architecture for the exemplar 
problem domain soil-attribute agent, weather-attribute agent and agri-attribute agent 
simulating functionality of DAAgents whereas crop-yield predictor agent functions as 
DPAgent. 

4.1 DAAgent (soil-attribute agent, weather-attribute agent and agri-attribute 
agent) 

DAAgent simulates soil-attribute agent, weather-attribute agent and agri-attribute agent 
for the exemplar case study. r-variant of each DAAgents captures corresponding  
real-time data if any whereas s-variant gathers static or fixed value data. Its main 
functionality includes data collection, pre-processing and transmitting dataset to be 
processed by DPAgent. All the DAAgents collects the respective input data as sensor 
data for soil, satellite data for weather, online published statistics among others from 
various sources (Kamilaris et al., 2017). All the collected observations are further 
compiled as dataset. 

4.2 DPAgent (crop-yield predictor agent) 

Crop-yield predictor agent being application specific agent simulates the functionality of 
DPAgent. After analysing stored data using different data analytic tools and techniques as 
per the proposed algorithm in Figure 6, crop yield estimation is generated as output. This 
information gives an estimation insight to farmers much before the crop harvesting time 
thereby enables farmers to apply various preventive measures in the mean time to 
increase the crop yield, if estimated crop yield is low. 

5 Experiment and result analysis 

5.1 Description of input feature data set 

For predicting crop yield, the dataset for experimentation consists of six features 
pertaining to weather, soil and other agricultural factors presented in Table 1. 



   

 

   

   
 

   

   

 

   

   36 J. Sinha et al.    
 

    
 
 

   

   
 

   

   

 

   

       
 

The experimental data was collected for 27 states and four union territories (UT) of 
India to estimate productivity of horticulture crops for the year 2018, from different 
sources mainly IMD and Government of India for weather data as mean rainfall (mm) for 
the sates and UT, Department of Agriculture, Cooperation and Farmers Welfare, 
Government of India for crop related data along with others (Bhattacharyya and Pal, 
2015) for soil data as soil type and depth range (cm) for each soil type. Horticulture crop 
statistics has been collected from website of Department of Agriculture, Cooperation and 
Farmers Welfare, Government of India and seven different crop types have been chosen 
to estimate crop yield. This includes fruits, vegetables, plantation, spices, aromatic, 
flower_loose and flower_cut and collected data as area (`000 Ha) and past crop 
productivity (`000 MT) from 2011 to 2018 and all the collected data information 
maintained in the dataset has been shown in Table 1. There are in all 1,305 observations 
after data pre-processing in the crop dataset for estimation. 
Table 1 Input and output determinants for the test case simulation 

Selected features for experimental dataset 
1 Mean rainfall (mm) 
2 Area (`000 Ha) 
3 Past crop productivity (`000 MT) from 2011 to 2018 
4 Soil type ( mountain, laterite, grey and brown, red, black, desert, alluvial) 
5 Depth range (cm) for each soil type ( SDP1:below 25, SDP2: 25, SDP3: 25–50, SDP4:  

100–300, SDP5: below 300, SDP6: above 300) 
6 pH range for each soil types (5.0–6.5, below 5.5, 7.6–8.9, 5.2–7.5, 6.5–8.4, 7.6–8.4) 

5.2 Application of ML predictive algorithms 

ML algorithms have striking capability to learn patterns inside data automatically, so in 
this paper, to evaluate performance of system. 

5.2.1 Linear regression 
Linear regression is statistical modelling technique which identifies and establishes a 
linear relationship between a set of independent or explanatory variables A, where  
A ≡ {A1, A2, … An} and a dependent variable B by fitting a linear equation of the form 
given in equation (1) during training. 

0 1 1 2 2+ + +...+i i i n iB A A A= β β β β  (1) 

While testing it predicts the value of B for a new input set as given in equation (2). 

+B A′ = β  (2) 

where ϵ is the residual error component during linear fit (Gonzalez-Sanchez et al., 2014). 
We have applied multiple linear regression (MLR) to build a linear model by 

establishing linear relationship between various factors responsible for affecting crop 
production to predict future crop yield. 
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5.2.2 Instance-based k 
In Waikato Environment for Knowledge Analysis (WEKA), instance-based k (IBk) is a 
form of supervised k-nearest neighbours technique and the method predicts class of a 
new target sample by identifying k closest or most similar samples from the training. To 
make predictions for regression problems, weighted mean of the k closest similar samples 
are taken. The k value which controls the neighbourhood is challenging to estimate 
(Mucherino et al., 2009). The value of K for experimentation was chosen to be 5 and 7. 

5.2.3 Decision tree regression using REPTree 
Decision trees are the simplest ML technique with a tree like structure. It identifies and 
chooses the best input feature as root node of the tree and the tree grows incrementally by 
partitioning the dataset on different input features to reach target node or leaf node. In 
this experimentation using WEKA, REPTree method has been used which generates 
multiple trees during different iterations using the decision tree logic and then from all 
the trees generated, an optimal one is selected (Gonzalez-Sanchez et al., 2014). 

5.2.4 Support vector regression 
Support vector regression (SVR) uses the principle of support vector machine (SVM) 
learning which fits a linear boundary to clearly separate samples of two classes. The 
boundary is established by identifying the largest distance between near samples of the 
classes to be classified. SVR uses kernel functions for linear regression to map sample 
points in low dimension into high dimensional space and fits hyperplane to separate 
samples of two classes (Awad and Khanna, 2015). The experimentation utilises 
sequential minimal optimisation learning algorithm (SMOReg) in WEKA. 

5.2.5 Regression with multi-layer perceptron 

Multi-layer perceptron (MLP) is a feed forward artificial neural network (ANN) that can 
be suitably applied to regression problems in real world order to predict a real valued 
target. MLP has three layers input, hidden and output with activation functions and uses 
backpropagation algorithm for training the network which mainly involves adjusting the 
weight vector corresponding to given output. Each neuron in the input layer corresponds 
to one input feature and neuron in the output layer gives predicted output, in this work it 
is crop yield estimation. ANN is an efficient technique to process uncertain, complex and 
nonlinear data (Gonzalez-Sanchez et al., 2014; Liakos, 2018). 

After testing of the system is done, estimation accuracy of each algorithm has been 
analysed on computed estimated crop yield for the year 2018 using various statistical 
error metrics. After performance efficiency of each ML algorithm is compared 
subsequently suitable method can be recommended. 

5.3 Predictive algorithm 

Algorithm for prediction has been described in Figure 6. The proposed algorithm was 
implemented using following ML regression techniques with help of WEKA tool (Frank 
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et al., 2016). WEKA has been applied for simulating the exemplar case because of its 
popularity in providing various ML algorithms with user friendly visualisation tools. 

Figure 6 Proposed algorithm 
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ML algorithms are used with an objective to identify a function f for mapping a given 
input with corresponding output as: 

( ) .f A B=  

This algorithm is expected to train the system repeatedly for n observations as training 
dataset until error minimises. The training dataset contains 70%, validation dataset 
contains 15% and test dataset contains 15% of the total collected observations. 

The proposed algorithm in Figure 6 demonstrates the procedure of implementation 
and working of IAs. Features mentioned in Table 1 act as input data, and  
the algorithm will return estimated crop yield (Be). ‘Data_Collection’ and 
‘Real_Time_Data_Collection’ functions automates the data gathering process and 
captures both real-time and offline input data either through various sensors or from data 
stores using IAs. s-Soil-attribute Agent, s-Weather-attribute Agent and s-Agri-attribute 
Agent captures offline data respectively for soil (soil type, soil depth, soil ph), weather 
(mean rainfall) and other agricultural attributes (planting area, past actual crop yield, 
Indian states or UT, year of cultivation). r-Soil-attribute Agent, r-Weather-attribute Agent 
captures real-time evolving data for weather as changes in mean rainfall and soil sensor 
as changes in soil ph. 

DAAgent there continuously interact with the system environment by identifying the 
type of input and accordingly modifies the dataset as soon as significant changes are 
observed in real-time data described in function ‘Create_Data_Set’. 

5.4 Qualitative assessment 

In terms of analysing qualitative performance of the model’s behaviour and design 
aspects, the proposed MAS design architecture and its simulation shows that the 
proposed system promises to be highly autonomous and adaptive in nature. 

5.4.1 Autonomy 
The functions ‘Data_Collection’ and ‘Real_Time_Data_Collection’ of the proposed 
algorithm in Figure 6 shows that, IAs being autonomous can automate the data gathering 
process for both real-time and offline data either through various sensors or from data 
stores. Also, to process offline data, IAs play a significant role in capturing a variety of 
real-time evolving data from different sources such as weather and soil sensors and keep 
on updating the data store as demonstrated in function ‘Create_Data_Set’ of proposed 
algorithm. 

5.4.2 Adaptive 
Along with being autonomous, adaptive, cooperative and collaborative nature of IAs 
allows them to interact and work with each other by capturing and incorporating the 
changes in the model, thereby making a dynamic, adaptable and robust system for big 
data analysis environment. Also, as described in function ‘Data_TA’ of proposed 
algorithm in Figure 6 since DPAgent processes both static and real-time data received by 
DAAgent, thereby termed as adaptive in nature. This adaptive nature of DAAgent and 
DPAgent contributes in designing adaptive and robust agent architecture as DAAgent 
continuously interact with the system environment by identifying the type of input and 
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accordingly DPAgent changes the processing functionality of system which has been 
diagrammatically shown in Figures 3 and 4 and the functionality of both agents has been 
described in sub-Sections 3.1.1 and 3.1.3. 

5.5 Quantitative assessment 

As root mean squared error (RMSE) and mean absolute error (MAE) are the most 
commonly used standard statistical error metric, our analysis majorly attributes model’s 
performance on these two. Other measures are also taken into consideration as correlation 
coefficient (R), relative absolute error (RAE), root relative square error (RRSE) as each 
of these metrics help evaluate model’s performance capturing different statistical aspects. 

Tables 2 and 3 respectively stores the results obtained during training and testing for 
chosen ML algorithms and best computed values are marked as bold. As R signifies the 
strength of linear relationship of the model, the algorithm that gives the maximum value 
is best suitable one. Table 2 clearly shows that algorithm IBK has the maximum value of 
R (0.883) at K = 5 whereas during testing Table 3 demonstrates that the algorithm IBK 
has the highest value of R (0.961) at K = 7 and R (0.942) at K = 5 from rest of the 
algorithms. Thus, choosing R as performance metric, test data shows that IBK gives 
better correlation with a close competition by MLR and RepTree both having R value 
(0.892) followed by SMOReg with R value (0.873) and lastly MLP with R (0.589). 

As RMSE gives the amount of spread of residual or prediction error and MAE gives 
an average of all absolute errors computed on all instances of the data sets, thus smaller 
the value of these metrics corresponds to better accuracy in prediction performance of the 
model. From Table 2, which stores RMSE and MAE values obtained during training, it is 
clear that the algorithm IBK at K = 7 has the smallest value of RMSE (1.518) and MAE 
has the smallest value for IBK at k = 5 with MAE (5.570. For the test set errors, Table 3 
clearly demonstrates that the IBK has the smallest value of RMSE (1.584) and smallest 
value of MAE (5.854) at K = 7 followed by RMSE (1.72), MAE (6.318) at K= 5 from 
rest of the algorithms. Thereby, choosing RMSE and MAE as performance metric, IBK 
gives better predictive performance. For RMSE the next algorithm is RepTree (2.07), 
MLR (2.094), SMOReg (2.357), MLP (3.059) in sequence and for MAE the next 
algorithm is RepTree (6.97), SMOReg (10.895), MLR (13.768), MLP (15.516). 
Table 2 Computed performance measures during training with ten cross-fold validation 

Performance measure MLR 
IBK 

RepTree SMOReg MLP 
K = 5 K = 7 

R 0.794 0.883 0.869 0.839 0.874 0.874 
MAE 14.307 5.570 7.103 6.426 9.314 9.314 
RMSE 2.389 1.84 1.518 2.139 2.091 2.091 
RAE 59.498 23.167 29.54 26.72 38.756 38.756 
RRSE 60.799 46.816 49.65 54.414 53.183 53.183 
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Figure 7 Computed performance values during testing for each metric R, MAE, RMSE, RAE 
and RRSE for the algorithms MLR, IBK (K = 5), IBK (K = 7), RepTree, SMOReg, 
MLP 

 

Table 3 Computed performance measures on test dataset 

Performance measure MLR 
IBK  

RepTree SMOReg MLP 
K = 5 K = 7 

R 0.892 0.942 0.961 0.892 0.873 0.589 
MAE 13.768 6.318 5.854 6.97 10.895 15.516 
RMSE 2.094 1.72 1.584 2.07 2.357 3.059 
RAE 53.145 24.387 22.596 26.904 42.057 54.472 
RRSE 46.532 38.23 34.193 46.019 52.388 59.21 
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Figure 8 Actual and predicted crop yield for the crop type ‘fruits’ using IBK (k = 7) for the year 
2018 

 

Using RAE and RRSE where value 0 signifies an ideal perfect fit for the model so best 
algorithm will be decided based on the smallest value of these metrics. Table 2 shows 
that the algorithm IBK at k = 5 has the smallest RAE (23.167) and RRSE (46.816) during 
training. For the test set, Table 3 clearly demonstrates that the IBK has the smallest value 
of RAE (22.596) and RRSE (34.193) at K = 7 followed by RAE (24.387), RRSE (38.23) 
at K = 5 as compared to rest of the algorithms. Thus, choosing RAE and RRSE as 
performance metric, IBK gives better performance closely followed by RepTree with 
RAE (26.904), RRSE (46.019). For RAE the next algorithm is SMOReg (42.057), MLR 
(53.145) and lastly MLP (54.472) whereas for RRSE the next algorithm is MLR 
(46.532), SMOReg (52.388) followed by MLP (59.21). 

All the obtained results have been summarised and can be visually interpreted from 
Figure 7. Overall, on an average based on the results computed by experimentation, 
Figure 7 clearly shows that, the algorithm’s performance can be ordered as IBK giving 
overall better predictions, i.e., highest R, smallest MAE, RMSE, RAE and RRSE when 
compared to rest of the others. In such ordered sequence IBK is being followed by 
RepTree, MLR, SMOReg and MLP. 

Although, the experimental work uses seven horticulture crop types to estimate crop 
yield for the year 2018 mentioned in Section 5.1, Figure 8 presents the result obtained for 
one of the major horticulture crop type ‘Fruits’ only to present an insight of the 
experimental work done similarly for other crop types. Figure 8 demonstrates result of 
simulation obtained for 27 states as mentioned in Section 5.1 and shows the bar graph of 
the actual and estimated crop yield of each state for the year 2018 for ‘fruits’ using only 
IBK at K = 7. The statistical results presented in Table 3 which has been estimated for all 
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seven crop types during experimentation, shows that IBK algorithm has been best 
predictive algorithm as compared with others when applied on given input data’. 

6 Conclusions 

The objective of the proposed work was twofold. To demonstrate the applicability of 
MAS to model big data analysis architecture in order to process data that is dynamic in 
nature. Study shows that there exists a lot of scope to improve the performance of such an 
architecture using IAs, as their autonomous and adaptive nature helps to capture and 
process heterogeneous data that is both real-time continuously evolving stream and 
offline. Experimentation also shows that such an IA based data driven dynamic model 
can be successfully applied to predict crop yield in agriculture sector using ML 
algorithms and thereby is suitable for automated decision recommendations. Such 
predictions will be definitely helpful to farmers for planning and executing various 
preventive measures to improve the productivity of crop in case of low estimated crop 
yield than expected. 

Future work will focus on further improving the performance of the model to predict 
with better accuracy by incorporating real-time variables due to changing soil and 
weather conditions which is also one of the challenges and the limitation of the current 
work. In addition to this, it is also challenging to estimate the performance of the model 
in situation of global pandemic as world is facing currently due to spread of COVID 19 
viral infection where other socio-economic factors will have to be identified affecting the 
crop yield. 
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