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Abstract: Automatic assessment can reduce teacher workload and offer 
flexibility for students, but if the teacher does not assess the exams manually, 
the teacher’s view of the students’ competence and exam-related behaviours 
will be meagre. This drawback can be mitigated through appropriate analytics. 
To support the design of an analytics module for an electronic assessment 
system, this paper investigates what kinds of analyses are useful for multiple-
choice exams and how the analysis can be implemented. Three types of 
analysis were found useful: 1) descriptive statistics of exam answers;  
2) analysis of errors in answers; and 3) analysis of students’ exam-taking 
behaviours. Though these analyses are to some extent generalisable, analysis 
needs vary, for example, by time, exam type and user. Therefore, it is suggested 
that to enable user-specific analyses in a resource-efficient manner, assessment 
software providers should facilitate access to assessment data in a structured 
format. 
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1 Introduction 

One of the potentially time-consuming aspects of teaching is the assessment of student 
exams and exercises. Though assessments are an integral part of teaching, the time spent 
assessing one student’s work does not usually benefit the other students. The use of 
electronic assessments with automatic evaluation is especially relevant for large student 
groups. Online examination resources can also provide many benefits to students, 
including self-paced learning, access to resources without time constraints and instant 
feedback. Previous studies also imply that students find the use of e-assessment more 
engaging and less stressful than traditional assessment (Dermo, 2009; Holmes, 2015; 
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McCann, 2010). However, if the teacher does not assess the students’ work manually, the 
natural feedback loop between the teacher and students will be broken, and there is a risk 
that the teacher’s view of the students’ competence will be short-sighted. This loss can be 
mitigated through appropriate analytics. 

Learning analytics is a relatively new discipline that addresses many points of 
interest, ranging from student engagement to predictive modelling. One of the leading 
themes in previous research objectives is the use of analytics in the redesign of learning 
activities (Mangaroska and Giannakos, 2019). However, relatively few studies focus on 
assessment analysis (Ellis, 2013; Nouira et al., 2019; Saqr, 2017). The development of 
learning analytics practices also lags behind the technological possibilities. Some 
electronic learning systems do not lend themselves to any type of analytics, as the 
example discussed in this paper shows. For the electronic assessment system that is 
widely used in Finnish universities, the development of an analytics module is in the 
initial phase. Prior to technological implementation, it is important to be aware of the 
needs of users, such as what kind of information should be obtained and what kind of 
decisions should be supported with assessment analytics. To support the design of an 
analytics module of a rather simple electronic assessment system, this study focuses on 
the following research questions: 

• What kind of analytics are suitable for multiple-choice exams? 

• How can the analysis be implemented in practice? 

Taking a design science approach and focusing on a single case, this paper investigates 
the need for assessment analytics and options for implementation from the teachers’ point 
of view. 

This paper is organised as follows. In Section 2, the related literature of learning 
analytics and automatic assessment of student work is reviewed. In Section 3, the 
research design is presented. Section 4 presents and discusses the results, and in Section 5 
some concluding remarks are offered. 

2 Learning analytics/educational data mining 

Learning analytics is an interdisciplinary field embracing methods and approaches from 
various disciplines. It involves machine learning, artificial intelligence, information 
retrieval, statistics, and visualisation. The Society for Learning Analytics Research 
defines learning analytics as “the measurement, collection, analysis, and reporting of data 
about learners and their contexts, for purposes of understanding and optimising learning 
and the environments in which it occurs” (Mangaroska and Giannakos, 2019). 

The practice of learning analytics has evolved around the idea of harnessing the 
power of digital technologies to collect traces that users leave behind in order to 
understand activities and behaviours associated with users’ learning (Siemens, 2013). 
Recently, learning analytics has highlighted the gradual shift from a technological 
towards an educational perspective, despite its roots in business intelligence, 
recommender systems, and educational data mining (Ferguson, 2012). 

Although multiple e-learning environments store user data automatically, exploitation 
of the data for learning and teaching is still very limited. These educational datasets offer 
unused opportunities for the evaluation of learning theories, learner feedback and 
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support, early warning systems, learning technology, and the development of future 
learning applications. Thus, the importance of learning analytics has been increasingly 
recognised by governments, educators, funding agencies, research institutes, and software 
providers (Greller and Drachsler, 2012). 

Learning analytics may concern several stakeholder groups, primarily students, 
teachers and institutions. For students, learning analytics can offer different types of 
learning processes and reflection visualisations. For example, Dipace et al. (2019) present 
an analytics dashboard for a massive open online course (MOOC). De Barba et al. (2016) 
examine how motivation and participation predicted performance in a MOOC. Similarly, 
Pursel et al. (2016) provide early insights into variables such as interaction data that show 
some relationship to MOOC completion. In principle, these variables can be used in 
predicting student completion and devising methods to keep students engaged. Kitto et al. 
(2017) present an approach in which machine learning is used to classify the behaviour 
patterns of students during learning activities to facilitate students’ self-reflection. Chatti 
et al. (2016) present a collaborative annotation tool for video-based learning that allows 
users to annotate sections of interest, reply to each other’s annotations and locate the 
most viewed and annotated parts of the video. Charleer et al. (2018) present a dashboard 
that visualises grade data and provides an overview of students’ study progress, thereby 
supporting the adviser-student dialogue in advising sessions. 

Teacher-oriented learning analytics studies are concerned with monitoring student 
performance and behaviour to identify developmental targets and design interventions 
into the course and learning activities. For example, Melero et al. (2015) present an 
application for mobile learning that offers visualisations of group activity enactment 
(time used to answer questions, scores obtained etc.) that helps in the evaluation of the 
overall design of the activity route and identification of the most problematic questions. 
Florian-Gaviria et al. (2013) present a software suite that provides visualisations of study 
performance data on different social planes: single students, collaborative groups and 
whole classes. Pardo et al. (2015) present a case study in which digital footprints of 
students are coupled with questionnaire data concerning students’ approaches to learning. 
Berland et al. (2015) present a tool for supporting teachers’ pairing decisions with real-
time analyses of students’ programming progressions. Martinez-Maldonado et al. (2015) 
present a conceptual model for capture, analysis and presentation of tabletop interaction 
data to provide understanding of the collaborative learning process. Rodríguez-Triana et 
al. (2015) present a model for monitoring students’ work in computer-supported 
collaborative learning settings, and Tervakari et al. (2014) present a similar model in 
social media–enhanced learning environments. For institutions, learning analytics can 
offer a tool to monitor the performance of students and identify students at risk of 
underperforming (e.g., Bainbridge et al., 2015; Choi et al., 2018), though Lawson et al. 
(2016) note that ethical dilemmas related to the interventions in such cases may explain 
why there is relatively little research on this topic. 

In parallel with the concept of learning analytics is the concept of educational data 
mining. While having basically the same objectives, the latter emphasises the data 
accumulated by different educational information systems. According to Romero and 
Ventura (2010), the number of studies concerning educational data mining has grown 
rapidly since 2000, with the most common tasks or categories being ‘providing feedback 
for supporting instructors’, ‘recommendations for students’, ‘predicting student 
performance’ and ‘analysis and visualisation of data’, followed by ‘grouping students’, 
‘student modelling’, ‘detecting undesirable student behaviours’, ‘social network 
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analysis’, ‘planning and scheduling’, ‘developing a concept map’ and ‘construction 
courseware’. A newer review by Rodrigues et al. (2018) highlights that recent trends in 
educational data mining studies are:  

a reducing the distance between teachers and students 

b recommending teaching media more didactic and effective 

c identifying similar characteristics of learning or behavioural actions of the student 

d improving the process of personalised learning. 

The range of topics is wide, and even the studies within the categories differ greatly in 
terms of what data has been analysed and how. 

In general, the goal of learning analytics is to refine the information gained from the 
learning process to support its development, but a more traditional and commonly used 
means of achieving the same goal is to gather student feedback. Student evaluations of 
teaching (SET) are a commonly applied tool in higher education to determine course and 
teacher effectiveness; over 80% of teachers at European universities report using SET as 
diagnostic feedback (Nederhand et al., 2022). However, it has been generally noticed that 
student feedback surveys suffer from low response rates (e.g., Leckey and Neill, 2001; 
Nair and Adams, 2009; Nederhand et al., 2022). In addition, students are reluctant to 
answer open-ended questions; for example, in a study by Hujala et al. (2020), only  
27–45% of students responding to feedback questionnaires provided answers to open-
ended questions, and the answers were often short. When it comes to the quality of 
student comments, the answers do not necessarily relate to the question asked (Alhija and 
Fresko, 2009), and feedback can be unconstructive (Ernst, 2014) or even abusive 
(Tucker, 2014). 

A few studies have been devoted to analysing student comments in SET 
questionnaires. According to Alhija and Fresko (2009), students’ comments tend to be 
general rather than specific, and the authors address three major domains and eight 
primary content areas in students’ comments: the course (content, assignments and 
general), the instructor (teaching style, personal traits and general) and the context of 
instruction (scheduling issues and student composition), the last of which is not related to 
teaching but may negatively affect course feedback. Brockx et al. (2012) studied the 
topics in positive and negative comments and found that most of the students’ positive 
comments deal with the combination of theory and practice, whereas the relevance and 
interestingness of the course is the most common topic in negative comments. Stewart 
(2015) focused on the language that students use and writes that positive comments most 
typically refer to how supportive and caring staff has been or how approachable staff 
were, and this praise is often directly targeted at lecturers, whereas criticisms (e.g., 
concerning teaching skills) objectified teaching as an act. Hujala et al. (2020) found that 
the most common themes appearing in verbal student feedback were good content, 
dissatisfaction with personnel or the course, workload, stress and good teaching methods. 
Lowenthal et al. (2015) focused on online courses and found that students rate online 
courses lower than face-to-face courses, but they warn that the results should not be 
generalised to the larger public. 

In sum, students’ comments are above all about satisfaction or dissatisfaction (which 
is affected by many things), but they typically do not refer to learning outcomes. As SET 
are often the sole tool in higher education to determine course and teacher effectiveness, 
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assessment analytics could play a role in diversifying teaching feedback, not only to 
support teacher self-reflection but possibly also to provide visibility into learning 
outcomes at the program level. 

2.1 Assessment analytics 

Teacher capabilities to plan and implement quality assessment tasks, to interpret 
assessment outcomes and to engage students in assessment of their own learning have 
been subjects of considerable research. These capabilities are often referred to as 
assessment literacy (AL), a concept introduced by Stiggins (1991), who defines AL as  
“a basic understanding of educational assessment and related skills to apply such 
knowledge to various measures of student achievement”. Assessment literacy is a 
noteworthy issue in teacher education; for example, Smith et al. (2014) note that student-
teachers’ thinking and beliefs about assessment are often dominated by their prior 
experience of formal summative assessment, and moreover, according to Wiggins and 
McTighe (2007), many teachers imitate the teacher practices they have experienced as a 
student. This behaviour may limit the diversity of assessment practices, particularly the 
use of formative assessment, also known as assessment for learning (Kaya et al., 2021). 

Xu and Brown (2016) present a conceptual model for AL consisting of six 
components: knowledge base, teacher conceptions of assessment, institutional and socio-
cultural contexts, teacher assessment literacy in practice, teacher learning, and teacher 
identity (re)construction as assessors. The knowledge base, which is the basis of all other 
components, consists of  

1 disciplinary knowledge and pedagogical content knowledge 

2 knowledge of assessment purposes, content and methods 

3 knowledge of grading 

4 knowledge of feedback 

5 knowledge of assessment interpretation and communication 

6 knowledge of student involvement in assessment. 

As summarised by McMillan (2003), teachers’ assessment decision-making is a process 
by which teachers balance the demands of external factors and constraints with their own 
beliefs and values. Xu and Brown (2016) claim that teacher assessment literacy in 
practice (TALiP) consists of various compromises that teachers make. Hence, TALiP is 
defined as a dynamic, complex entity combining teachers’ assessment knowledge, their 
conceptions of assessment and their responses to the external contexts embedded with 
actual constraints and affordances in the environment. 

Some studies have elevated assessment interpretation to a more central role in 
assessment literacy. Eyal (2012) states that teachers are measured by their students’ 
performances in tests, but they usually ignore this indicator as a measure of the quality of 
their own instruction. For example, Popham (2004) discusses assessment literacy as the 
ability of the teacher to significantly delve into and interpret test results. According to 
Chan (2018), many teachers expect technology to improve the time efficiency and 
accuracy of the assessment process, not only in the collection of responses and scoring 
but also in the analysis and distribution of assessment results. However, practical 



   

 

   

   
 

   

   

 

   

    Assessment analysis: methods and implementation options 25    
 

    
 
 

   

   
 

   

   

 

   

       
 

implementation requires the development of learning analytics models and methods for 
this purpose. 

The part of learning analytics that focuses on assessment data can be called 
assessment analytics, and by itself it is an emerging research field. According to 
Papamitsiou and Economides (2016), the main objective of assessment analytics is to 
efficiently and effectively support the improvement of the assessment process. From the 
teachers’ perspective, assessment analytics can be used to facilitate the estimation of 
students’ performances and improve the detection of students at risk, misconceptions and 
gaps in students’ understanding, and guessing or cheating by the students. 

The landscape in the domain of assessment analytics is diverse. Some studies focus 
on the examination results. For example, Badri et al. (2020) examined the factors 
influencing students’ math test scores, and Omorog (2020) analysed MySQL error logs to 
conclude which tasks pose the most difficulties for students. Another area of focus is the 
development of assessment practices, for example, the construction of sophisticated 
measures of assessment (Wilson et al., 2011; Worsley and Blikstein, 2013) and selection 
of the most appropriate next task during adaptive testing (Barla et al., 2010). Bertheussen 
(2015) examined the impact of assessment innovations (including spreadsheets within 
assignments and the final exam) on students’ motivation to use spreadsheets in their daily 
learning activities. 

One branch of studies focuses on assessing student behaviour during learning 
assignments rather than on assignments or results. For example, Pattanasri et al. (2012) 
use a machine learning approach to assess the comprehensibility of presentation slides on 
the basis of students’ slide-level comprehension reports. Holmes et al. (2018) present a 
comprehension classification system based on an artificial neural network (ANN); the 
system detects learner comprehension of on-screen information during e-learning 
activities, and data gathered by a camera that faces the user and scores given to answers 
to questions are used to train an ANN. Liu et al. (2015) present a tool that records the 
intermediate stages of document development and uses this data to measure and visualise 
learners’ engagement in writing assignments. A few studies concern students’ mood and 
emotions during assessment (Chen and Chen, 2009; Moridis and Economides, 2009). 

To clarify the concept of assessment analytics, Papamitsiou and Economides (2016) 
present a general framework for assessment analytics (Figure 1). The input to the 
assessment analytics system is contextual information related to what should be tracked 
and assessed, why the assessment is necessary, who the subject and receiver of the 
assessment (learner or teacher) are, and when and where the assessment takes place. The 
assessment analytics process itself mostly concerns issues related to how it is applied and 
which parameters are being exploited during the procedure (methods, resources, 
instruments, limitations and boundaries, pedagogy and instructional design). The output 
of the assessment analytics system includes what should be done next, why it should be 
done and who is the final receiver of the results (e.g., institutions, software developers – 
beyond students and teachers). Finally, the feedback is related to the delivery of the 
results to the recipient of the assessment result so that the original context can be 
changed. 
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Figure 1 A general framework for assessment analytics (see online version for colours) 

 
Source: Adapted from Papamitsiou and Economides (2016) 

However, Ellis (2013) notes that within learning analytics studies, there is relatively little 
research on assessment analytics and assumes that this ‘blind spot’ around assessment 
analytics is most likely because, until relatively recently, the possibility of collecting and 
collating assessment data at a level of precision that is meaningful and useful has simply 
been unthinkable. The most significant challenge facing learning analytics is 
operationalisation – that is, what data should be collected and what should be done with 
it. Also, Saqr (2017) claims that the potential of assessment data is huge but still 
underexplored and largely underdeveloped. Nouira et al. (2019) note that the majority of 
learning analytics models focus on learning traces in general but the models do not take 
into consideration other types of educational traces, such as assessment traces; they claim 
that this is due to the lack of specifications in this context and the only learning analytics 
data model that supports assessment analytics is the xAPI data model, as it contains an 
optional attribute called result that can model assessment results. 

Nouira et al. (2019) present an enhanced ontological xAPI data model that supports 
assessment analytics. The proposed assessment context data are assessment form, 
assessment type, assessment technique, assessment environment and assessment session. 
The assessment statement describes the assessment behaviour and experience of the 
learner during the assessment process. The core of the assessment statement is the 
assessment result, which contains several types of data: score, rate of completion, 
duration, attempts, answered questions, unanswered questions, correctly answered 
questions and wrongly answered questions. The model proposed by Nouira et al. (2019) 
offers a good basis for collecting assessment data, but it is possible to collect even richer 
types of data from the answers themselves, depending on the type of task being assessed. 
More case studies are needed to enhance understanding of the desired outputs of 
assessment analytics in different contexts. 

2.2 Developments in automatic assessment 

Recently, automatic assessment of different types of tasks has evolved, and this 
development increases the need for assessment analytics. Webb et al. (2013) point out 
that technology enables assessments to be designed with a more user-centred approach, 
particularly to meet learners’ needs, and allows assessments to simultaneously address  
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assessment for learning and assessment of learning. In principle, automatic assessment 
holds the potential for the student to receive more timely feedback to support their 
learning. 

Most state-of-the-art e-learning platforms (e.g., Moodle) provide support for online 
evaluations and assessments among their features, and in many cases, this support 
includes automatic exam correction. A good example is multiple-choice tests, where 
students must choose the correct answer among several possibilities. This type of testing, 
including variations where students have to match answers from two or more groups or 
questions requiring short answers, has become very popular because such exams lend 
themselves to automatic correction (Llamas-Nistal et al., 2013). 

Recently, there has been progress in the automatic assessment of short answers 
(Burrows et al., 2015; McDonald et al., 2017; Siddiqi et al., 2010) – that is, analysing 
student responses and automatically assigning them to meaningful categories to support 
formative feedback to students, though it is still a work in progress (Dzikovska et al., 
2016) and may be unsuitable for analysing deeper responses (i.e., responses that are 
indicative of a deep approach to learning (Biggs and Tang, 2011)). Recent examples 
include studies that use statistical text-mining techniques such as topic modelling (Basu 
et al., 2013) or k-means clustering (Zesch et al., 2015) or rule-based techniques such as 
inferencing clustering rules from hand-coded sets of student responses (Willis, 2015). For 
example, Liu et al. (2017) present a machine learning approach to provide automated 
feedback of English essays regarding aspects of writing such as grammar, spelling, 
sentence diversity, and structure. 

In other areas, there are improved possibilities for automatic assessment of more 
complex student works, in which the software scoring has been found to be as consistent 
as human scoring. For example, Livne et al. (2007) presents a parsing system that 
produces partial credit scoring of students’ constructed responses to mathematical 
questions, while Baneres et al. (2014) describe a system that provides automated 
feedback of digital circuit designs. There is a multitude of systems for automatic testing 
of programming assignments, which are used to supplement teaching in the field  
of computer science (Amelung et al., 2011; Conejo et al., 2019). Sanna et al. (2012) 
present a computer vision and image analysis–based tool for automatic assessment  
of 3D-modelling exams. Other authors (Lamberti et al., 2014; Paravati et al., 2017) 
present approaches for automatic assessment of 3D animation assignments. 

These studies demonstrate that automatic assessment of complex student work is 
becoming more feasible. As the automatic assessment of assignments becomes 
increasingly common, it is important that teachers are simultaneously provided with a 
feedback loop to help interpret students’ learning outcomes and adapt their teaching 
design accordingly. Even though this paper focuses on analysing multiple-choice exam 
results, which is technically simple, the general feedback loop and its technical 
implementation options are potentially applicable to more complex automatic assessment 
cases. 

3 Research design 

The strategic methodological approach in this study is design science, in which the main 
objective is to develop tentative solutions to problems (Van Aken, 2004). Design science 
research (DSR) is conceptualised as a research strategy aimed at gathering knowledge 
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that can be used in an instrumental way to design and implement actions, processes, or 
systems to achieve desired outcomes in practice. DSR’s core research products are well-
tested, well-understood, and well-documented innovative generic designs, dealing with 
authentic field problems or opportunities. According to van Aken et al. (2016), DSR is 
the main research strategy in engineering and medicine and is gaining ground in areas 
such as information systems (Hevner et al., 2004). This approach also seems to be 
common in learning analytics studies, but different names are used for this research 
strategy, such as ‘design-based research (DBR)’ (Rodríguez-Triana et al., 2015). 

In practice, the DSR paradigm is about describing and answering real-life problems, 
which naturally leads to case studies. According to Yin (2014), the case study method is 
appropriate when one seeks to examine novel and complex phenomena, allowing the 
phenomenon of interest to be investigated in all its richness and in its natural context. 
Case studies can be used for answering questions of ‘why’ or ‘how’ (Yin, 2014) and are 
sufficiently flexible to generate holistic knowledge through combining various sources 
and types of data within the same study (Dubois and Gibbert, 2010; Eriksson and 
Kovalainen, 2016). This study can be defined as an intensive case study, as the aim is to 
understand the situation in depth by providing a holistic and contextualised description 
and interpretation (Eriksson and Kovalainen, 2016). 

3.1 Description of the empirical setting 

3.1.1 EXAM electronic exam system 
The EXAM system stems from the mission of ten Finnish universities to jointly define 
and produce a completely new exam system that meets the requirements of a digitalising 
study environment and utilises its potential. The cooperation was started in 2014, and, as 
of 2020, this platform is in use in 27 universities (almost all in Finland). As exam 
facilities are shared among universities, it has increased students’ opportunities for place-
independent studying. 

The basic process of the EXAM system is as follows:  

1 the teacher creates an exam in the system, adds the desired questions, and publishes 
it for the desired time 

2 the student registers for the exam 

3 the student reserves the time and place for the exam space of his or her choice 

4 the student enters the exam room with a personal key 

5 the student logs in to the system and completes the exam 

6 the exam is evaluated by the teacher, and the student receives information about the 
grading by email. 

The exam rooms have computers on which the exam is conducted, as well as a video and 
audio recording monitoring system. For students, the biggest benefit of electronic exams 
is the opportunity to take the exam at a time that suits them. 

The EXAM system currently does not provide any analytic tools. However, the 
system is developed with public funding, so the need for analytic tools is under 
investigation. The approach adopted in development efforts has been such that some 
example metrics are defined and user preferences for utilising different metrics are 
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addressed with a survey. The metrics suggested by this survey are the following (the 
author has not been involved in this choice of metrics): grade distribution, average 
score/grade, time spent on the exam (minimum, maximum, average), time spent on the 
exam compared to the grade (graph), number of graded exams as a function of exam 
period, ‘passed’ rate per question, and questions with minimum and maximum scores 
compared to maximum (%). 

While it is possible to offer many kinds of metrics, it is unclear without piloting if 
they provide valuable information to users. We claim that instead of offering a set of 
general metrics and mapping user opinions of their potential, it is possible to adopt a 
reverse approach in analytics tool development: first investigate what kind of information 
is needed, and then determine how this information can be extracted from the available 
data. 

3.1.2 Description of the specific exam 
There are a few reasons for focusing on a single course. For privacy reasons, access to the 
data collected by the system is restricted. Only the system administration and the exam 
author have access to the exam results. Secondly, there are still very few courses where 
the exams are automatically evaluated. The course in question is an introduction to 
supply chain management. The course is included in the Bachelor of Science degree, and 
the teaching language is Finnish. After completing the course, the learning goal is that 
students will be able to define the basic concepts of supply chain management, analyse 
inventory and design methods for inventory management, and roughly evaluate the cost 
effects of logistical decisions. 

The course is offered every year, and approximately 180 students are enrolled in the 
course. The course assessment consists of several assignments that the students complete 
individually online. Since a student’s identity cannot be confirmed online, it is possible 
for someone to complete the assignments on behalf of the student. The EXAM system is 
used to verify that the student can perform independently. 

All questions are multiple choice; some have just one correct answer while others 
have multiple correct answers. A question bank of 48 questions is available, from which 
20 questions are allotted to each exam. As a result, each exam is different, which is 
supposed to reduce potential cheating. The exam is assessed automatically, but the 
system does require teachers to log in to confirm the assessments. The students can book 
a time for a retake as soon as the assessment is confirmed, and the best score remains 
valid. The number of retakes is not restricted but can be controlled with an assessment 
confirmation schedule. 

After the course, students receive a survey, where they can provide their feedback on 
the pros and cons of the course in an open-ended format. Between 2017 and 2020,  
38 comments concerned the electronic exam. Ten of the comments concerned the exam 
in general – whether if the exam was easy or difficult, or if it was ‘good’ or not. Fifteen 
of the comments were positive comments on the way the exam was organised. In short 
comments, simply ‘EXAM’ was mentioned as the best part of the course, such as 
“EXAM was a good thing”. More detailed comments mentioned the following: “…you 
can keep learning after making mistakes”, “one learned more while doing the exams”, 
“you could choose the time yourself”. Five of the comments were neutral or unclear  
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comments about the way the exam was organised, such as “multiple-choice exam reduces 
workload”, “the exam could have been also in Moodle”, and “permitting retakes was an 
interesting choice”. 

Eight of the comments were critical. Four of the critical comments suggested that the 
exam did not enhance learning or that some other format would encourage better 
studying: “A traditional paper exam with open-ended questions would force students to 
really study and understand what they are reading”. In four other critical comments, a 
worry was expressed that some students retake the exam too frequently: “It feels stupid 
that folks continuously took the exam without studying”, “…some people took it 
probably 10 times to get a good grade”, “Does it develop anyone’s learning when they 
take the exam twice a day and 10 times altogether? If there was one exam, everyone 
would read the required amount at once and get the score they deserve. This, I think, is 
unfair to those who work throughout the course”. In addition, the student union filed a 
complaint about the assessment procedure as unfair, since traditionally exam retakes are 
limited to three attempts (after which permission to retake needs to be applied literally), 
but in the EXAM system, the number of retakes is not restricted. 

Thus, it appears that the biggest worry concerning the exam is that it encourages 
superficial learning, as the exam can be repeated multiple times to receive a good score. 
In addition, some students directly expressed a fear that people repeating the exam would 
overload the capacity of the exam space, blocking other users. It is possible to analyse 
from exam data whether this concern is valid. 

3.2 Data collection and analysis 

The data for this study were collected from the EXAM platform. As this learning 
platform does not support downloading data directly from the system, a web scraping 
method was used. Web scraping, also called ‘parsing’ or “web harvesting”, means 
extracting data from websites. Web scraping software may access the World Wide Web 
directly using the Hypertext Transfer Protocol or through a web browser. While web 
scraping can be done manually, the term typically refers to automated processes 
implemented using a bot or web crawler. It is a form of copying in which specific data 
are gathered and copied from the web, typically into a central local database or 
spreadsheet, for later retrieval or analysis. 

In this study, web scraping was conducted using Web Scraper, an extension of 
Google Chrome. Data rows extracted from the EXAM system included the following 
information: student ID, start and end time of the exam, questions allotted, students’ 
score per question, and students’ answer choices. Data collection with web-scraping was 
done for the purposes of this study only, web-scraping is not suggested as a tool for 
everyday use. 

Data analysis was performed using a spreadsheet application. The dataset consisted of 
assessment data from 236 exams completed by 139 students. Prototyping the analysis 
tools with spreadsheet was done for research purposes, spreadsheets are not suggested as 
analysis tools for everyday use. The results should be understood as illustrative examples 
of what descriptive statistics from assessments can look like. The analyses can be 
categorised in three ways, depending on objective: 
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1 Basic descriptive statistics for each question: Score distribution per question was 
assessed to determine which questions were easy or difficult for students. 

2 Error analyses for answers: The incidence of incorrect answer choices was 
examined to find out if there were any systematic patterns in incorrect answers that 
could result from common misunderstandings or misleading questions. 

3 Student exam-taking behaviour: Distributions for time spent taking the exam, 
number of exam visits per student, and the relationship between scores and number 
of retakes were assessed to determine if (and to what degree) it is necessary to 
control the exam retakes or limit the time reserved for the exam. 

4 Results and discussion 

4.1 Descriptive statistics of questions 
The main purpose of providing descriptive statistics was to evaluate if there were 
differences in the difficulty level of specific questions and to elucidate which questions 
were especially difficult or easy. Figure 2 illustrates this situation with questions for 
which there is only one correct answer. Black bars represent computational questions, 
and grey bars represent questions where the answer options are in text format. The 
illustration indicates that in this case, computational questions seem to be a bit more 
challenging for students than the other questions. Each question was allotted to an exam a 
minimum of 71 times, so it can be assumed that the differences between question 
statistics are not explained by random variation. 

Figure 2 The proportion of correct answers per question 

Question type: 

 

This information can be used when reviewing the questions and when revising the 
teaching in general. Questions that are too easy can be replaced with more challenging 
ones, and there is an indication that students may need more support in developing 
computational skills. The difficulty of questions is not unambiguous, but different 
questions can be compared against each other. Therefore, it is reasonable to illustrate how 
the proportion of wrong answers compares to other questions. 
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4.1.1 Error analyses for answers 
To determine if some questions were systematically answered incorrectly, a bias analysis 
of incorrect answers was conducted. The proportion of the most chosen wrong answers 
among the total number of wrong answers was calculated. In Figure 3, questions for 
which the proportion of the most common among all incorrect answers was over 50% are 
organised by this metric. Questions that are seldom answered incorrectly are more prone 
to diverge from the average due to random variation. The more observations there are  
(in this case, the number of incorrect answers), the more relevant the result is. Therefore, 
the total number of incorrect answers per question is presented in parallel. 

Figure 3 Bias analysis of incorrect answers 

 

For example, all students answering Q1 incorrectly chose the same answer option, but the 
number of wrong answers was relatively low. In contrast, Q2 was answered incorrectly 
by over 50 students, of which 90% chose the same answer option; for Q2, there is a clear 
bias in incorrect answers. The content of Q2 addresses synonyms of inventory turnaround 
time; it is useful to identify that this is a potential subject of common misunderstanding. 
Q3, Q4, Q6, Q7, Q8, and Q11, which are also clearly biased, are computational 
questions, so it could be possible to also distinguish the bias in different question 
categories. 

The example demonstrates that bias in incorrect answers can be measured, and the 
results can be valuable, but developing a generalisable metric for bias identification 
would require setting threshold values for both reliability (in this case, number of 
observations) and bias (in this case, the proportion of the most common among all wrong 
answers). As the number of students and the number of answer options vary by exam, 
developing a universally generalisable metric can be complicated. Instead, the general 
idea of bias measurement and the illustration type as presented in Figure 3 could be easily 
applied in other exams as well. 

4.1.2 Students’ exam-taking behaviour 
Figure 4 shows the frequency distribution of time spent on the exam. Only five (2%) of 
the students spent 1 h or more in the exam space. Originally, the time reserved per exam 
was 3 h, but after the first year it was decreased to 2 h. In case of restricted capacity 
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(which was one of the worries expressed by students), it would be feasible to limit the 
visit time to 1 h. The number of students needing a longer time to complete the exam is 
presumably low, but extra time could be arranged for some students, such as those with 
diagnosed dyslexia or physical disability. 

Figure 4 Frequency distribution of time spent on the exam (see online version for colours) 

 

Observing the distribution for the time spent on the exam is more insightful than just 
looking at the average time spent on the exam, since it is possible to conclude how much 
time is needed and estimate the number of students that possibly require extended time. 
However, different bin limits may be relevant for different cases. Therefore, developing 
an automatic distribution visualisation that would serve all users in the best way possible 
may be a complex task. 

Figure 5 presents the frequency distribution of the number of exam visits. A narrow 
majority of the students (55%) did not retake the exam, and retakes were typically limited 
to one or two. Only six (4%) of the students retook the exam more than twice. The exam 
was retaken a maximum of five times by only one student. 

Figure 5 Frequency distribution of exam visits per student (see online version for colours) 

 

The exam scores of five students who repeated the exam most often were analysed 
further. Four of these five were unable to improve their score from their first attempt, and 
the final scores of these five students were between 66% and 81% of the maximum score 
(average final score being 64%). Considering these statistics, worries about students that 
retake the exam frequently to ‘unfairly’ improve their grades seem unfounded. This 
example shows that unexpected analysis needs may emerge from different sources. 
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4.1.3 Summary and discussion 
The previous examples show that while some simple generalisable metrics, such as 
average score or average time spent on the exam, are useful, other metrics and 
illustrations can also provide valuable insights from the assessment data. However, while 
insightful, the example analyses presented in this study are case specific, though they 
have generalisable features. In general, it can be assumed that there are exam-specific or 
user-specific analysis needs. 

Providing a very broad set of possibly useful metrics for each electronic assessment 
system user is not necessarily the best solution. The metrics used in this study were 
relatively simple and can be calculated using a spreadsheet program. In practice, a greater 
obstacle is gathering and preparing the data for analysis. Even though it is possible to 
gather needed information using web scraping, it is not a convenient data gathering 
method for frequent use. Scraping codes need to be modified for each website – and in 
this case for each exam – and the data requires some cleaning before statistical tools can 
be used. In addition, web scraping, especially if done by inexpert means, burdens servers 
and, depending on the service provider, may lead to blocking or banning from a website. 

Therefore, a resource-efficient solution to respond to varying analysis needs would be 
software allowing the user (in this case the author of the exam) access to the exam 
assessment data in a structured format. For example, the instructor could download 
complete assessment data in comma separated values (CSV) format and import the data 
to the software performing the analysis (e.g., spreadsheet application). Alternatively, the 
software could provide an application programming interface for automatic data transfer 
from one software or software module to another for analysis. 

This study concerned a multiple-choice exam, which in a technical sense is a very 
simple case. However, it can be expected that the three categories for assessment 
analyses – descriptive statistics, error analyses, and student time use – are, in principle, 
also suitable for more complex, automatically evaluated learning activities/exams, such 
as programming assignments, mathematical assignments, or essays, though the actual 
metrics are naturally different. Therefore, it is recommended that all automatic evaluation 
systems are designed to provide the data needed for this type of analysis. In practice, this 
is not always a matter of course. 

5 Conclusions 

The case example implies that while learning analytics have recently received greater 
attention, not all online learning systems provide analysis tools or enable direct access to 
data, which is a prerequisite for performing analytics in a resource-efficient manner. 

This study demonstrates that three kinds of analyses of assessment data can be useful:  

1 general metrics of student performance that make it easier to determine the difficulty 
level of each question and the exam as a whole 

2 metrics that delve deeper into specific questions in order to elucidate possible 
systematics behind incorrect answers 

3 understanding students’ exam-taking behaviours. 
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This case study shows that although software providers seem to tend to offer universally 
generalisable metrics for assessment analysis, there may be a need for case-specific 
metrics and analyses. A practical conclusion is that all the metrics used in the case 
presented in this paper are relatively simple to calculate via a spreadsheet application. If 
ready-made analysis tools are not provided, obtaining exam result data in CSV format 
would still help significantly. 

The limitations of this study are those typical of single case studies. It cannot be 
concluded from this study how common specific analysis needs are or if there are other 
assessment analysis needs that are not represented in this study. In addition, this study 
focused only on multiple-choice questions, which is a relatively simple case of automatic 
assessment. However, the literature implies that it is possible to extend automatic 
assessment to more complex assignments. Therefore, further studies are needed to 
conclude what types of analyses and metrics are useful and applicable in contexts in 
which more complex tasks are assessed automatically. 
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