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Abstract: The current digital signal processing techniques are not completely 
effective because of the presence of different noises, added during the 
acquisition of facial electromyogram (FEMG) signals, and therefore, FEMG 
data analysis needs strong artificial intelligent techniques along with the 
advanced signal processing tools. A novel approach for the emotion 
classification from FEMG signals is proposed in this paper which is based on 
the kurtogram analysis and convolutional neural network (CNN). Kurtogram is 
time-frequency energy density pattern gives additional information regarding 
frequency contents. In this work, the kurtogram considered as an input vector 
introduced to CNN for emotion classification. The different levels of kurtogram 
are considered to find the best feature set for an efficient result. Facial EMGs 
for five different facial emotions were recorded using two sensor wireless data 
acquisition device. 93% classification accuracy was achieved using our 
proposed method. The classification results show that the proposed method 
effectively differentiates the emotion class compares to other methods (SVM, 
ANN, and KNN). 
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1 Introduction 

Presently deep learning is a very effective and powerful technique for pattern 
classification, image tracking, text and scene recognition. Convolutional neural networks, 
autoencoder, and Boltzmann machine are some different architecture in deep learning. 
Among all the different architecture, CNN gives high performance on image and pattern 
classification (Song et al., 2018). 

Facial muscles play an important role to give knowledge regarding information 
passing and message transmitting. The EMG signal always has features such as short 
amplitude, low frequency and random in nature (Smolka et al., 2017). This is nothing a 
record of electrical potential generated by facial muscles cells (Ryan et al., 2010). 
Electrical potentials which are generated by facial cells mainly depend on the 
physiological properties of face muscles (Haag et al., 2004). Facial emotion is considered 
as a source of information to understand an effective state of a subject consideration 
(Huang et al., 2004). The facial electromyogram (FEMG) illustrate information including 
emotion and muscle fatigue, could disclose out from the face. Facial emotion disorders 
are a prior sign in various diseases, for example, the stroke patients may feel the 
swallowing problems in the primary stage (Huang et al., 2004). Many prosthetic devices 
are supervised and controlled in this way and hence the FEMG gives important 
information and direction towards biomedical applications and clinical diagnosis (Jiang  
et al., 2015). 

FEMG signals are grouped by non-stationary signals and their study is too 
complicated (Reaz et al., 2006). Literature shows noise reduction, filtration, 
segmentation, feature extraction, and classification are the essential stages for analysis of 
FEMG signals (Ang et al., 2004; Perusquia-Hernandez et al., 2015). 

In early days fast Fourier transform (FFT) and parametric power spectrum methods 
were used for the analysis of biomedical signals (Rezazadeh et al., 2009). These types of 
transformation methods provide good frequency resolution but suffer from noise 
sensitivity and spectral losses. The short time Fourier transform (STFT) method provide 
better resolution in a short window of time for all frequencies. FFT, AR, STFT do not 
have the time and frequency resolution at the same time (Doulah et al., 2014). 

To overcome the problems a powerful tool that is a wavelet transform introduced 
(Zhang, 2010). The different statistical features are extracted using wavelet coefficients 
are root mean square (RMS), standard deviation (SD), energy, entropy, etc. which were 
used for the analysis of FEMG signals (Ang et al., 2004; Duhan et al., 2011). For 
classification FEMG data-sets, many approaches have been analysed, i.e., artificial neural 
network (ANN), support vector machine (SVM), K-nearest neighbours (KNN), and 
FCM, etc. (Rajasekaran and Varghese, 2014; Oskoei and Hu, 2008; Mahyar et al., 2011; 
Hamedi et al., 2018). Some other techniques which were based on pattern recognition 
such as fuzzy, probabilistic, principal component analysis, neural networks, the least 
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square SVM, etc. (Liejun et al., 2009; Rajasekaran and Varghese, 2014; Hamedi et al., 
2015; Jerritta et al., 2014). 

The advance signal processing method with the combination of artificial intelligence 
improves the performance of FEMG signal analysis. The unique features extracted from 
various classes of kurtogram (different emotion classes) and these features are introduced 
to the classifier for emotion recognition. Therefore, in this work, a novel technique of 
kurtogram and deep learning-based FEMG signal analysis technique for emotion 
classification is proposed. The kurtogram is an estimation of dispersion, represent  
time-frequency pattern and gives extra information regarding frequency content present 
in signals (Dwyer, 1983). Kurtogram acts as a feature set for the proposed work and is 
given as an input to the proposed CNN architecture for emotion detection. The CNN 
model has analysed effectively in the field of computer vision and signal/image 
classification (Ren et al., 2017). CNN model has also shown good performance in  
biomedical related research (Liu et al., 2017; Hosseini et al., 2017). 

2 Materials and methods 

2.1 Subjects and experiment setup 

In this research work, ten healthy subjects including, five males and five females (ages 
between 20–35) were selected. Before acquiring FEMG signals, all volunteers were 
asked to be relaxed and feel true emotions during recording. 

Table 1 Involvement of facial muscles responsible for different facial expression 

Facial emotion Muscles involved 

Happiness Orbicularis oculi 

Zygomaticus major 

Anger Corrugator supercilii 

Levator palpebrae 

Surprise Frontalis 

Levator palpebrae 

Disgust Levator labii superioris 

Levator labii superioris 

Sadness Frontalis 

Corrugator supercilii 

FEMG signal acquisition mostly based on the orientation of fibres with reverence to the 
electrodes and skin resistance (Thulkar and Hamde, 2015). The myon made wireless 
device kit is used for the recording FEMG signal (Smolka et al., 2017). This is a  
two-channel wireless signal acquisition device controlled with bio-feedback software. 

At the starting of the experiment, the volunteer was asked to take place in a chair 
comfortably and the surface electrodes were placed. Figure 1 shows the location of 
electrode placement in facial muscles. Table 1 depicts the involvement of facial muscles 
responsible for different facial expression (Chen et al., 2015). The electrode was placed 
within a distance of 0.5 cm to 1 cm. After that signal acquisition device was checked and 
aligned. 
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Figure 1 Face muscles responsible for facial expression and location of electrode placement  
(see online version for colours) 

 

2.2 FEMG signal acquisition protocol 

Den Broek et al. (2006) have proposed a protocol for facial EMG signal acquisition of 
different emotion classes. The same protocol has been followed in this work. 

Four video clips were selected based on emotional content. The duration of each 
video clip was 120 seconds taken from current affairs, YouTube channels, and movies. 
After placing of the surface electrode, the subjects were presented with these selected 
video sequences, each sequence was presented only once. It was presented to all the 
subjects, each starting with a different video clip. In between two video sequences a plain 
blue screen was presented for 30 seconds of duration. 

Figure 2 The real-time setup for recording FEMG (see online version for colours) 

  



   

 

   

   
 

   

   

 

   

   54 V. Kehri and R.N. Awale    
 

    
 
 

   

   
 

   

   

 

   

       
 

The FEMG signals were acquired by two-channels wireless device, resulting datasets in 
two-dimensional for each emotion class. Therefore, two datasets for each emotion class 
has recorded for each person who performed the experiment. Signals were recorded for a 
sampling frequency of 2 KHz. Figure 2 shows the real-time recording of FEMG signals. 

3 Kurtogram 

Spectral kurtogram is a time-frequency representation of non-stationary signal has been 
introduced by Dwyer (1983) using STFT. Kurtogram of any non-stationary signal is 
defined by k(n), and it is given by: 

2( ) ( , ) ( )j πtmk n G m t e dY t




   (1) 

where G(n, f) is a time-varying transfer function and complex envelope of k(n). 
Kurtogram analysis is very useful for analysing non-stationary signals with multi-rate 

filter bank structure. For each frequency band of FEMG signals its kurtogram pattern is 
determined. 

Figure 3 Kurtogram structure 

 

Figure 3 represent the kurtogram structure and Figure 4 illustrates the kurtogram pattern. 
Maximum level kurtogram gives good accuracy as it effectively contains distinct 
frequency information for different emotion classes. Figure 5 depicts the FEMG signal of 
Happiness emotion dataset with its different levels of kurtogram. 

Figure 4 Kurtogram pattern (see online version for colours) 
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Figure 5 (a) FEMG signal of happiness emotion dataset and its kurtogram at (b) level 1,  
(c) level 2, (d) level 3, (e) level 4 and (f) level 5 (see online version for colours) 

 

 

(a) 

 

  

(b) (c) (d) (e) (f) 

4 Convolutional neural network 

Recently, convolutional neural networks (CNN) are the most effective technique to solve 
problems based on signal and image classification. The CNN architecture assumes that 
inputs, which allows encoding some properties into the CNN architecture. To define the 
boundaries between classes during classification is still difficult. 

The classification accuracy is mainly identified by multiple structures with 
overlapping and non-isolated classes. 

The classified class is defined by its degree of belonging to dissimilar classes. This 
approach is acceptable in different classification related problems and also gives a simple 
description of the complex feature space. A model architecture of CNN for emotional 
classification using the kurtogram image of FEMG signal is proposed in the paper. 

4.1 The proposed structure of CNN 

The proposed CNN architecture is built up of three different layers. These layers are 
convolution, sub-sampling, self-organisation with fully connected layers. To design a 
complete CNN architecture, we break architecture into three portions. The first part is the 
combination of convolution layers with sub-sampling layers. The self-organisation layer 
is the second part of CNN architecture and the last part is a classifier with some  
fully-connected layers. The proposed architecture of CNN is depicted in Figure 6. 
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Figure 6 The proposed architecture of the CNN (see online version for colours) 

 

The last part of the architecture is a kind of pre-processor (self-organisation layer). It is 
situated before fully connected layers. The convolution layer (part 1) receives an input 
Kurtogram pattern and forms some high-level properties of it by a series of convolution 
and pooling layers interchange. The structure of the last part of the proposed architecture 
is shown in Figure 7. 

Figure 7 The structure of the last part of CNN 

 

Let P represent the numbers of neuron in self-organised layers. The neurons of the  
‘self-organised layers’ are usually a Gaussian function shown in equation (2): 

2
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In equation (2), n is centred of a cluster whereas ρ parameter is a cluster boundary level. 
If the input vector y = [y1, y2, y3…ym]. The ‘self-organised layers’ which formed by a 
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vector consisting of degrees of belonging y to the precise cluster: [μ1(y), μ2(y)…μP(y)]. 
The components μP(y) are calculated by the equation (3) which also satisfy the condition 
in equation (4) for each training sample vector y(z) where z = 1, 2, 3, …, Z where Z 
represents a number of vectors in the training set. 
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The output of the self-organised layers is used as input to the fully connected layers 
which works as a classifier. The operation of CNN architecture is split in-to three levels. 
In the first level, the input kurtogram pattern enters through a series of transform actions 
formed a vector of high-level characteristics. In the second level, the self-organised layer 
effectuates an initial allocation of input data-sets into precise clusters. In the last level, 
fully connected layers complete the classification of input datasets, by allocating the 
result class label to each group of clusters. Figure 7 shows the structure of the last part of 
CNN. 

5 Results and discussion 

In this paper, we have acquired FEMG datasets from a two-channel wireless data 
acquisition device. There are five groups of FEMG datasets, contains datasets for five 
different emotion classes. Each group contains 20 datasets, so the total number of 
datasets are 100 (5 * 2 * 10). After pre-processing the segmented FEMG data containing 
20,000 samples, used to determine its different level of kurtogram pattern. The block 
diagram of the proposed work is shown in Figure 8. 

Different levels of kurtogram pattern of each FEMG class have been analysed. The 
selection of the correct kurtogram pattern is based on the classification efficiency of 
CNN. The CNN architectures are trained to produce efficient results for emotion 
classification. The performance of CNN is also compared with other methods, i.e., SVM, 
KNN, and ANN. 

There are five inputs (FEMG kurtogram pattern) each of 1 × 32 × 32 with kernel size 
5 × 5 has been considered for experimental purposes. The proposed CNN architecture is 
trained on the different kurtogram patterns to test the adaptability of a model for the 
various class of FEMG. The performance of the proposed model was done by taking  
15 trials, and its average values were reported. A simulation environment consists of  
i5-CPU with a frequency of 2.6 GHz, 6.0 GB RAM, and Ubuntu operating system. 
Figure 9 shows the experimental results of the CNN architecture gives 93% of 
classification accuracy. 

For further analysis with SVM, ANN and KNN, the CNN architecture with accuracy 
is greater than 93.0% for all the FEMG dataset. The role of the classifier is to identify 
different sets of data based on training sets and gives correctly classified results. The 
accuracy of classification depends on the strength of the features. Missing features and 
outlines in training data can reduce the accuracy of the classifier. A nonlinear type SVM 
classifier model has used for further analysis. Table 2 compares the different classifier 
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results analysis. Table 3 analyses different research works and results in this particular 
area. 

Figure 8 Block diagram of proposed work (see online version for colours) 

 

Table 2 Comparison of SVM, ANN, KNN and CNN results (%) 

Parameters SVM ANN KNN CNN 

Accuracy (%) 81 91.66 90 93 

Sensitivity (%) 95 100 100 100 

Specificity (%) 87.5 87.5 87.5 90 

Precision (%) 65.51 80 66.67 83.33 

F-ratio (%) 77.55 88.8 80 90.9 
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Figure 9 Confusion matrix of CNN architecture gives 93% of classification accuracy with ROC 
plot (see online version for colours) 

 

Table 3 Summary of some of the facial expression databases classification 

References No. of 
participants 

No. of 
channels 

Types of 
classifier 

Selected 
features 

Classification 
result 

Rezazadeh et al. 
(2009) 

3 3 FCM RMS 92.6% 

Ang et al. 
(2004) 

2 2 Minimum 
distance 

RMS, 
MEAN, PDS 

94.44% 

Hamedi et al. 
(2018) 

10 3 SVM, FCM RMS, BTFD 80.4% and 91.8% 

Sinha and 
Parsons (1996) 

27 2 LDA Statistical 
features 

86% 

Current study 10 2 CNN, SVM, 
ANN, KNN 

Kurtogram 93%, 81%, 
91.66% and 90% 

5.1 SVM results 

SVM is a supervised learning machine based on statistical theory. SVM gives good 
accuracy, as well as better predictors on a large number of datasets hence it is normally 
used in FEMG signal analysis (Oskoei and Hu, 2008). SVMs can classify the data which 
linearly as well as nonlinear separated in a feature space. In this method, feature vectors 
are the series of predictor values which reside closest to decision boundaries that classify 
classes. 

Selecting the best location of decision hyperplane is actually a big issue of 
optimisation, where independent kernel functions are implemented to design the linear 
boundaries through mapping. The selection of the kernel function and its parameter is 
very important things in SVM. 
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There are various kernel functions are available such as linear, quadratic, polynomial, 
Gaussian radial basis, etc. (Oskoei and Hu, 2007; Sharma and Veer, 2016). The 
mathematical expression for the polynomial kernel is given below: 

   , 1
d

i iNp y y y y    (5) 

The polynomial kernel function for SVM has selected after various trails and error basis. 
Equation (5) shows the mathematical expression of the polynomial kernel, where d is the 
parameters related to the polynomial kernel. Here the selection of the proper value of 
kernel parameter d is important because it affects the performance of a classifier. The 
incorrect and improper value of d leads to various problems such as over and 
underfitting, which causes incorrect classification accuracy. Several values of d have 
tried and based on that the value of d has selected, which gives the best classification 
accuracy. Finally, the classifier has designed with a polynomial kernel function. 

Here the polynomial kernel with poly order 3 (d = 3) gives 81% accuracy compared 
to the others nonlinear kernel. Cross-validation type-hold out ‘80–20’ type has been 
implemented. Figure 10 shows the SVM confusion matrix representing 81% of 
classification accuracy with ROC plot. 

Figure 10 SVM confusion matrix representing 81% of classification accuracy with ROC plot  
(see online version for colours) 

 

6 Conclusions 

This study presents a novel approach to recognise different facial gestures. FEMG signals 
have been recorded from ten different subjects. The proposed model of CNN architecture 
for kurtogram pattern classification to recognise different facial emotion is presented in 
the paper. The proposed approach combines the kurtogram analysis with CNN 
architecture and is capable of controlling impreciseness. Kurtogram is a powerful 
technique for analysis of random data-sets and provides more information regarding 
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different frequency bands. Different levels of the kurtogram pattern have been used for 
experimental work to measure the efficiency of CNN architecture. Based on training and 
testing accuracy results, the proposed technique provides better accuracy in less training 
time as compared to other classifiers results. 93% classification accuracy was achieved, 
which positively proved the success of our proposed method. Therefore, it can be 
concluded that spectral kurtogram analysis with CNN architecture is a useful method to 
represent the characteristic of FEMG signals. To acquire good results, various 
architectures of CNN are considered with different levels of the kurtogram pattern. The 
analysis concludes that the classification accuracy can be increased by increasing the 
level of kurtogram. 

For further analysis with SVM, ANN, and KNN, statistical features are extracted 
using the Daubechies family (db8) of the wavelet. The performance of ANN classifier is 
reasonably better than SVM and KNN classifier since it has a good recognition rate. 
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