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Abstract: In recent military conflicts, the incidence of underbody blasts has led 
to severe injuries, specifically in the lower extremities. The development of a 
lower extremity model may lead to a better understanding of injury patterns and 
mechanisms. A computational finite element model of the lower extremity was 
developed based on geometry made available in an anatomical repository. The 
portion of the extremity model below the knee was used in initial comparisons 
between simulations and experimental data. Impact was applied via a loading 
plate with a vertical velocity of 5 m/s, 10 m/s, and 12 m/s. Resultant axial force 
was compared to experimental data. Results of these simulations fall within the 
range of available experimental data, which gives confidence that this model 
represents advancement in lower extremity modelling capabilities. Bone 
fracture has also been modelled and shows consistency with injuries typical of 
underbody blast scenarios. 
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1 Introduction 

An ‘underbody blast’ (UBB) is the detonation of a mine or improvised explosive device 
(IED) underneath a vehicle. The explosion results in ‘local’ and ‘global’ effects. Local 
effects include inelastic deformations and the rapid acceleration of the vehicle floor 
following the blast. Global effects pertain to the gross motion of the vehicle, particularly 
in the vertical direction (Arepally et al., 2008). In recent military conflicts, the incidence 
of UBBs has led to severe injuries, specifically in the lower extremities (Alvarez, 2011; 
Ramasamy et al., 2014). During operation Iraqi freedom, the lower extremity accounted 
for 26% of all combat injuries, and 34% of those injuries were caused by explosive 
devices (McKay and Bir, 2009). In a review of 500 warriors wounded in action who were 
exposed to UBBs, almost 200 (40%) had foot and ankle injures. Furthermore, the injury 
review showed 57 instances of talus fracture, 56 instances of tibia fracture, and at least 
100 calcaneus fractures. Malleolar fractures were also noted (Pintar, 2012). Given the 
frequency and severity of UBB related lower extremity injuries, it is critical to better 
understand and protect against these injuries. Developing accurate models for use in UBB 
simulations may also allow for the modelling of other military-related lower extremity 
injuries. 

Much of the work that exists for modelling lower extremity injuries has been 
developed for applications to the automotive industry. Though different in application, 
this work still represents an important basis in progressing human models. A lower leg 
model for automotive impact (Untaroiu and Shin, 2013) was validated against 5 m/s 
experimental data by Funk et al. (2000), providing an example standard of quality for 
validating a new model. The Global Human Body Models Consortium (GHBMC), 
sponsored by seven auto manufacturers, has developed a geometrically accurate full body 
model of a mid-size male validated against a variety of automotive impact type tests 
(Gayzik et al., 2011). While the GHBMC model was developed for automotive 
applications, limited attempts have been made to appropriate the lower leg portion of this 
model for military applications, though it is suggested that modifications should be made 
to better suit the model to high strain rate applications (Gabler et al., 2014). Because 
automotive crashes may be represented with anthropomorphic testing devices (ATDs), 
some lower extremity modelling efforts seek to compare response of human body models 
with the response of ATD models to determine the applicability of these testing devices 
to blast applications. A study at the University of Cincinnati compared the response of a 
numerical HYBRID III ATD model to experimental data for lower extremity impact 
response and injury thresholds to determine the validity of using an ATD model to 
represent a blast scenario (Nilakantan and Tabiei, 2009). This study also examined the 
effects of initial pose on impact response, which is an important consideration. It was 
determined that extremity positioning has a significant effect on the impact response 
(Nilakantan and Tabiei, 2009). Similarly, a study at Wayne State University used a 
validated lower extremity model for comparisons with an ATD model under blast loading 
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conditions. This study used two different poses for the lower extremity (Suresh and Zhu, 
2012). Finally, steps have been taken to incorporate a simplistic boot model into a lower 
leg finite element model to better replicate real world UBB conditions (Qiu et al., 2011). 
In addition to modelling explosive impact to the lower extremity, progress has been made 
in modelling the effect of shock waves to the lower extremity during explosions. A lower 
extremity model developed based on CT images was used for this purpose and shows 
positive preliminary results (Bertucci et al., 2011). 

Post-mortem human subject studies typically provide the experimental data against 
which human models are validated. For the lower extremity, a variety of impact data 
exists. Axial loading may be delivered to the leg via a vertical drop test (Henderson et al., 
2013) or a piston and pendulum set up which transfers loading to a plate in contact  
with the foot (Funk et al., 2000; Mckay, 2010). A review of eight axial loading 
experiments shows loading rates between 2 and 12.5 m/s with each experiment testing on 
9 to 26 cadaver legs each. Four of these experiments were conducted on the lower 
extremity below the knee, three used the leg up to the mid-femur, and one used a full 
body (Mckay, 2010). An ongoing effort to develop a targeted military ATD, the Warrior 
Injury Assessment Manikin (WIAMan), has completed a range of cadaveric testing with 
conditions closely matched to real-world UBB scenarios (Chancey et al., 2011). Once 
completed, this project will provide state of the art experimental data for modelling 
efforts. 

The research presented here seeks to expand upon existing modelling by studying  
the response of the anatomical model at a variety of loading rates including 5 m/s  
(Funk et al., 2000) and 10 and 12 m/s (Mckay, 2010). These high rate simulations are 
critical because understanding UBB incidents and injury thresholds requires modelling at 
rates in excess of 8 m/s (Christopher, 2012). Furthermore, the researchers have modelled 
fracture using these simulations and compared to existing fracture locations.  
These fractures were then rated according to the abbreviated injury scale (AIS) (Lesko et 
al., 2010). The ability to predict and report fracture according to a quantitative injury 
scale gives value to the use of anatomical geometry and may contribute to 
communication between the medical and biomechanical community. In addition to 
studying the response of the lower extremity model at different loading rates, the 
experimenters also took several factors into account that may influence the response of 
the extremity model. Using a hierarchical modelling approach (Thacker et al., 2007; 
Kraft et al., 2012), the researchers compared the response of a lower extremity  
model below the knee to a full lower extremity model. A variety of extremity poses were 
also considered in studying the full extremity response. A sensitivity study was 
undertaken to compare the effect of different hyperelastic material constants in soft 
tissue, since there is a wide range reported in literature (Kraft et al., 2012; Untaroiu et al., 
2005). The sole of a combat boot was incorporated into the model, as in a real world 
UBB scenario this personal protective equipment would be worn. Finally, the effects of 
mesh density on model response were studied. 

2 Methodology 

Anatomical models of the lower extremity, including the full lower extremity and the 
extremity below the knee, have been created based on a repository of anatomical 
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geometry made available by the University of Tokyo (Mitsuhashi et al., 2009). This 
geometry was scaled and positioned appropriately using a surface editing software 
(Blender Foundation, 1995). Finite element meshes were developed using ANSYS ICEM 
CFD. Simulations of axial loading were conducted using LS-DYNA. Boundary 
conditions for these simulations were derived from experimental data. Simulations have 
been conducted at 5 m/s (Funk et al., 2000), 10 m/s (Mckay, 2010), and 12 m/s (Mckay, 
2010) and compared to those experimental results. These high rate simulations are critical 
because understanding UBB incidents and injury thresholds requires modelling at rates in 
excess of 8 m/s (Christopher, 2012). Additional considerations have been taken into 
account, such as the effect of soft tissue parameters. The methodology to develop these 
models and simulations is described. 

2.1 Anatomy 

Geometry for the lower extremity model was derived from an anatomical dictionary 
made available by the Database Center for Life Science, a research institute at the 
University of Tokyo (Mitsuhashi et al., 2009). This anatomical resource provides 
geometry based on a full body MRI scan of a male volunteer. This MRI data was 
supplemented using medical textbooks, atlases, and anatomical drawings  
(Mitsuhashi et al., 2009). The full body model from this repository was utilised to 
develop surfaces for the lower extremity skeleton and soft tissue. Surface editing 
software was used to reposition the lower extremity as needed. The model was 
repositioned by rigging the surface geometry to a moveable frame. The upper portion  
of the lower extremity, the leg, and the foot were each assigned to a section of the 
moveable frame. The frame was positioned such that the lower extremity was bent to a 
realistic seated posture. Care was taken not to distort the bones during repositioning. 
Because the original surface geometry did not include a cortical shell and  
trabecular bone, this CAD software was also used to generate simplified trabecular  
bone sections for the femur, tibia, and the calcaneus. To create each trabecular bone 
section, the external bone geometry was replicated then scaled such that it was contained 
within original bone geometry. 

To ensure a realistic model, the external geometry was compared to reported 
anthropometric data. The US Army Anthropometric Survey I (ANSUR I) completed  
132 standard measurements of almost 9,000 subjects. The total sample population  
was down-sampled in order to represent the age and racial demographics of the active 
duty US Army personnel at the time of the survey. A total of 1,774 male and  
2,208 female US Army personnel were represented by the final results of the  
survey (Gordon et al., 1989). The lower extremity model presented in this paper  
was compared to a 50th percentile male as reported by ANSUR I using a variety of 
relevant metrics for the lower extremity used in the survey. The measurements  
were taken using measuring tools available in the surface editing CAD software  
(Blender Foundation, 1995). The results of this comparison are shown in Table 1. The 
comparative measurements were considered a close match and no scaling was  
needed. The dimensions match as closely as 0.33%, as seen in the lateral-malleous 
height. The greatest difference is seen in the foot length, showing a percent difference of 
10.3%. The complete anatomical model is shown and labelled in Figure 1. 
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Table 1 Lower extremity model geometry was compared to 50th percentile male 
anthropometry as reported ANSUR I 

Dimension ANSUR (mm) Leg model (mm) Percent difference 

Buttock-knee length 616.4 554.1 10.1 
Buttock-popliteal length 500.4 421.8 15.7 
Sitting knee height 558.8 518.6 7.2 
Thigh clearance 168.2 169.3 0.63 
Foot length 269.7 241.9 10.3 
Bi-malleolar breadth 72.8 69.9 4.1 
Lateral malleolus height 67.1 67.3 0.33 
Foot breadth 100.6 97.9 2.7 

Source: Gordon et al. (1989) 

Figure 1 The full lower extremity with all anatomical components is shown (see online version 
for colours) 

 

Femur, cortical 
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Tibia, cortical 

Tibia, trabecular Fibula

Femur, trabecular 
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Calcaneus, cortical

Calcaneus, trabecular
 

Material models for anatomical components were determined based on literature (Cox  
et al., 2007; Glozman and Azhari, 2010; Krone and Schuster, 2006; Untaroiu et al., 
2005). Elastic-plastic material models are typical of bone modelling (Gabler et al., 2014; 
Suresh and Zhu, 2012; Untaroiu and Shin, 2013), thus the plastic-kinematic material 
model was chosen in the finite element software to capture this material behaviour. The 
parameters of this material model include density, Young’s modulus, Poisson’s ratio, 
yield stress, and tangent modulus. The tangent modulus quantifies the slope of the  
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stress-strain curve after the yield stress is reached (LSTC, 2015a). In order to represent 
bone fracture over the course of simulations, an element erosion model was applied 
wherein elements no longer carry stress once a certain failure strain is exceeded (LSTC, 
2015b). Yield strain was selected as the criterion for failure following the example of 
other fracture modelling presented in literature (Timmel et al., 2007; Kurtaran et al., 
2003). The values for all material properties for cortical and trabecular bone are provided 
in Table 2. The element deletion method used here was reviewed by Song et al and 
compared to other methods, such as the extended finite element method (FEM) and 
cohesive elements. It was found that, while there are some deficiencies using element 
erosion, such as underestimation of crack speed and influence of mesh lines on crack 
propagation, the method is widely used in industry and able to predict major features of 
fracture (Song et al., 2008). 

Soft tissue was modelled to include muscle, skin, and fatty tissue. The decision to 
represent all soft tissue as one material is justified by considering the complexity of 
explicitly modelling soft tissue components (muscle, fat, skin) versus the limited 
anticipated effects of the homogeneity on our analysis, relative to the effect of the overall 
parameters. Additionally, though ligaments, tendons, and cartilage were not explicitly 
modelled, shared nodes between the bones and the soft tissue connect the bones to one 
another and allows for distribution of stresses at the articulations of the anatomy. The soft 
tissue should also allow for flexion of the joints. The soft tissue was modelled as a 
Mooney-Rivlin hyperelastic material following examples found in literature supporting 
the use of this material model (Majumder et al., 2007; Lee et al., 2009; Hendriks et al., 
2003; Lapeer et al., 2011). The Mooney-Rivlin material formulation is represented as 
follows (LSTC, 2015a): 

( ) ( ) [ ]21 1 2 2
13 3 ( ) ln( )
2

W C I C I λ K J= − + − + +F  (1) 

Here, W represents the uncoupled overall strain energy, the deviatoric invariants of the 
right Cauchy deformation tensor are given by 1I  and 2 ,I  λ represents the deviatoric 
stretch along the fibre direction, and J, the volume ratio, is defined as J = det(F). The 
Mooney-Rivlin coefficients are represented by C1 and C2, and K is the bulk modulus 
(LSTC, 2015a). Values for all user-input soft tissue material parameters are given in 
Table 2. 

One limitation of the current finite element model is the exclusion of viscoelasticity 
in the constitutive description of soft tissue, which is included in some soft tissue 
formulations (Gabler et al., 2014; Untaroiu et al., 2005). To model the progression of 
damage, it may be more accurate for the constitutive model to be extended to account for 
the strain-rate dependent behaviour of soft tissue. The exclusion may have an effect on 
the outcome of our results, potentially leading to larger shear stresses, but smaller shear 
strains. Future work will aim to study this strain-rate dependency. However, there is 
precedent for using hyperelastic material models (Lapeer et al., 2011; Cox et al., 2007), 
indicating that we may still be confident in the validity of our model. 
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Table 2 Material properties for leg simulations with citations reporting the origins of this data 
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2.2 Computational framework 

In replication of experimental lower extremity impact data, initial simulations were 
conducted with only the portion of the leg below the knee. The lower leg geometry 
included the flesh, cortical tibia, fibula, calcaneus, talus, mid-foot bones, and forefoot 
bones with metatarsals and phalanges fused together. In addition, simplified trabecular 
bone sections were incorporated for the tibia, and calcaneus. Other bones were modelled 
using cortical bone properties. This anatomy is illustrated in Figure 1. 

Analysis was conducted using a Lagrangian formulation of the FEM, wherein 
dynamic equilibrium is enforced by means of the weak form of the principle of virtual 
work in the reference configuration: 

0 0 0 0
0 0 0 0 0 0 0: 0

B B B B
dV ρ dV dS ρ dV

∂
∇ + ⋅ + ⋅ − ⋅ =∫ ∫ ∫ ∫P η b η t η a η  (2) 

In this equation, P refers to the first Piola-Kirchoff stress tensor, ∇0 represents the 
material gradient, η is a virtual displacement which satisfies homogenous boundary 
conditions over ∂B0, the : symbol indicates an inner product of second-order tensors, ρ0 is 
the initial density, b represents body forces, t  represents tractions applied to ∂B0, and a 
refers to acceleration. The internal forces in the body are represented by the first term of 
this equation. External work is represented by the second and third terms. The final term 
is representative of virtual work (Kraft et al., 2008). LS-DYNA was used for all 
simulations. 

A mesh was generated of four noded tetrahedral elements, which were formulated as 
one point constant stress elements with nodal pressure averaging. This element 
formulation alleviates volume locking and shows similar deformation and force results as 
hexahedral element formulations (Bonet and Burton, 1998; Erhard, 2011). All soft tissue, 
cortical bone, and trabecular bone were represented with volume elements. The primary 
mesh used for simulations contained 168,768 elements ranging in size from 2 to 10 mm. 
Contact was modelled using an eroding contact formulation for all components of the 
model wherein contact surfaces are updated when elements are removed (LSTC, 2015b). 

2.3 ‘Low rate’ impact 

The first phase of this research sought to validate the lower leg model against the 
experiments of Funk et al. (2000). These simulations were conducted at a loading rate of 
5 m/s, which is slower than a typical UBB (Mckay, 2010), and therefore here considered 
‘low rate’. In replication of the set-up of Funk’s experiments, the leg was bolstered at the 
knee, loading was applied via a foam-padded plate in contact with the foot, and a peak 
velocity of 5 m/s was reached 18 ms into the simulation then decreased to 0 m/s by  
22 ms. These loading conditions are illustrated in Figure 2(a). This velocity profile is 
based on the description and results of Funk’s impact experiments (Funk et al., 2000). 
The foam pad was modelled as low density foam with the material properties given in 
Table 3 (Dow Automotive, 2009). The behaviour of the foam padding was also 
controlled by a stress strain curve given in Appendix (Dow Automotive, 2009). 
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Figure 2 (a) Boundary conditions are shown for ‘low rate’ impact simulations (b) Boundary 
conditions are shown for ‘high rate’ impact simulations (see online version for colours) 

 

 

 

 
(a)     (b) 

Source: Mckay (2010) and Funk et al. (2000) 

Table 3 Material properties used to foam padding 

 Density 
(kg/m3) 

Young’s 
modulus (MPa)

Hysteretic 
unloading factor

Viscous 
coefficient 

Unloading 
shape factor 

Foam pad 37 10.5 0.101 0.225 15 

Source: Dow Automotive (2009) 

2.4 ‘High rate’ impact 

Because UBBs occur at loading rates greater than 5 m/s (Mckay, 2010), additional lower 
leg simulations were conducted at higher rates of 10 m/s and 12 m/s with results 
compared to experimental data collected by McKay (2010). In McKay’s experiments, the 
lower leg was allowed to move in the axial direction but was limited in motion by the 
mass of the upper portion of the lower extremity. The foot was in contact with a steel 
loading plate. The loading device allowed for 24 mm of free flight before the loading 
plate was rapidly decelerated by a honeycomb structured material, so the plate is able to 
continue past its target intrusion at much lower loading rates. In the simulations, 
maximum velocity was reached at 2 ms and maintained until 24 mm of intrusion was 
achieved. Then, to represent the influence of the experimental honeycomb material, 
loading was rapidly decreased to 3 m/s and continued to gradually decrease to 0 m/s over 
the remainder of the simulation. The velocity curves and boundary conditions are shown 
in Figure 2(b). A ballast mast was used with the lower leg to represent the mass of the 
upper leg. 
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2.5 Data processing 

For each simulation, stress was measured in a portion of the tibia consistent with its 
corresponding experiment. For Funk’s experiment, stress was measured in a cross-section 
of the distal tibia (Funk et al., 2000). For McKay’s experiments, stress was measured in a 
cross-section of the mid-tibia (Mckay, 2010). Therefore our approach attempts to mimic 
those measurements. Elements were selected at the location of interest and axial stress in 
those elements was plotted over time. The stress curves for all elements were averaged 
using the processing tools available in LS-DYNA. High frequency noise in the data 
necessitates the use of a low-pass filter, and node mass can also affect the necessary filter 
frequency for finite element models (Fasanella and Jackson, 2002). Stress was processed 
using an SAE filter with units of seconds, at a frequency of 180 Hz, and using a nine 
point average (Fasanella and Jackson, 2002). The filtered stress was integrated across the 
cross-sectional area of the tibia to obtain forces over time according to equation (2). 

z zz

A

F σ dA= ∫  (3) 

In this equation, σzz is the stress in the vertical direction, A is the area of the tibia over 
which the stress was integrated, and Fz is the resultant force. 

3 Additional considerations 

In addition to comparison of simulations of a lower extremity model to experimental 
data, some additional considerations were taken into account, such as extending the 
model to the full lower extremity, examining soft tissue properties, and determining the 
effect of a combat boot. 

3.1 Extension of results to full lower extremity 

When modelling biological systems, it is useful to consider a hierarchical modelling 
framework (Thacker et al., 2007; Kraft et al., 2012). Within such a framework, the 
components and sub-assemblies are critical to the system-level response. While the full 
(system-level) human body response is of interest, modelling at various levels of the 
anatomical hierarchy can provide different insights, and information gained at a given 
level can contribute to the fidelity of other levels. For this research, an assembly level 
model was considered. In replication of experimental lower extremity impact data, initial 
simulations were conducted with only the portion of the leg below the knee, and then 
extended to the full lower extremity, another assembly model. The lower leg geometry 
included flesh, cortical and trabecular tibia bone, fibula, cortical and trabecular calcaneus 
bone, and the remaining bones of the foot and ankle. The full lower extremity model 
additionally included the femur and pelvis. This anatomy is illustrated in Figure 1. The 
full lower extremity model was used for a simulation using the 10 m/s loading conditions 
illustrated in Figure 2(b). In this simulation, the full extremity was free to move 
vertically, though the hip was constrained in other degrees of freedom. In the below knee 
case, a ballast mass was incorporated to represent the mass of the upper portion of the 
lower extremity, therefore no ballast mass was needed for the full lower extremity. The 
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mid-tibia force results were collected and compared to the below-knee results to 
determine the suitability of extending the model. The comparison of the full lower 
extremity with the below-knee model was intended to gauge the consistency and 
accuracy of the results at both levels of modelling. Furthermore, because the 90-90-90 
idealised posture may not be representative of all seated soldier positions, simulations 
should be conducted with a variety of leg positions. The full lower extremity model was 
repositioned using a surface editing software. Additional postures included a 120° 
position, where the knee and ankle were bent to 120°, and a 60° position, where the knee 
and ankle were bent to 60°. The 10 m/s loading conditions were applied to these models 
with the full lower extremity free to move vertically. The von Mises stress was measured 
in the mid-tibia for these cases in addition to the 90-90-90 case. The three poses are 
illustrated in Figure 3. 

Figure 3 Three different poses were compared in impact simulations (see online version  
for colours) 

 

3.2 Soft tissue parameters 

A wide range of hyperelastic coefficients for soft tissue can be found in literature, from as 
low as 0.12 kPa (Untaroiu et al., 2005) to as high as 0.94 MPa (Kraft et al., 2012). A 
study of in vivo soft tissue of amputees tested lower leg soft tissue at 7–11 locations  
at three rates on seven subjects and found a range of hyperelastic coefficients from  
.01 kPa–700 kPa (Tönük and Silver-Thorn, 2003). Furthermore, while some models use 
hyperelastic material models (Lapeer et al., 2011; Cox et al., 2007), others models 
incorporate viscoelasticity (Gabler et al., 2014; Untaroiu et al., 2005). Due to the 
variation of human material properties found in literature, parametric studies regarding 
flesh material properties may offer insight into the effects of this variability on results. 
Preliminary investigations were conducted using the 10 m/s loading conditions illustrated 
in Figure 2(b) with C1 = C2 = 1 kPa, 10 kPa, and 100 kPa, which are all within the range 
of available values found in literature (Untaroiu et al., 2005; Kraft et al., 2012; Tönük and 
Silver-Thorn, 2003) to determine the difference caused by varying the soft tissue 
properties. A comparable sensitivity analysis for bone may be considered in the future, 
however the corridor of reported bone material properties shows fewer discrepancies than 
reported soft tissue parameters (Untaroiu et al., 2005; Kraft et al., 2012; Krone and 
Schuster, 2006). 
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3.3 Incorporation of a combat boot 

In real-world military scenarios, soldiers are outfitted with combat boots; therefore this 
type of personal protective device should be incorporated into modelling efforts. A 
combat boot model was obtained from a collection of professionally developed 3D 
models (TurboSquid, 2010) and modified using CAD software to fit the boot to the lower 
extremity model. The boot sole geometry was qualitatively compared to a standard issue 
army Reserve Officers’ Training Corps (ROTC) combat boot. Comparative images are 
shown in Figure 4. A volume mesh was generated using ICEM CFD. The sole of the boot 
was added to the 10 m/s loading model to better replicate a real-world scenario. The boot 
sole was modelled as hyperelastic rubber material using the material parameters for three 
different stiffness levels of polyurethane rubber as described by a study of finite element 
shoe sole models (Franciosa et al., 2013). As before, the mid-tibia force was measured. 
Fracture was also examined. The material parameters used for the boot sole are given in 
Table 4. The Mooney-Rivlin rubber material model defines the following strain energy 
density function (LSTC, 2015b): 

( ) ( ) ( ) ( )22
1 2 333 3 1 1W A I B I C I D I−= − + − + − + −  (4) 

Here, I1, I2 and I3 represent the right Cauchy-Green tensor invariants. The coefficients C 
and D are given by the following equation, where v is Poisson’s ratio and the linear 
elastic shear modulus is given by 2)A + B) (LSTC, 2015b): 

0.5C A=  (5) 

( ) ( )5 2 11 5
2(1 2 )

A v B vD
v

− + −
=

−
 (6) 

Figure 4 The model of a combat boot sole was qualitatively compared to a standard issue army 
ROTC combat boot (see online version for colours) 

 

Table 4 Material properties used to model polyurethane rubber boot sole 

 
Density (kg/m3) 
(Ramezani et al., 

2009) 

Poisson’s Ratio 
(Ramezani et al., 

2009) 

A (MPa) 
(Franciosa et al., 

2013) 

B (MPa) 
(Franciosa et al., 

2013) 
Soft 2,000 .499 0.969 0.314 
Medium 2,000 .499 1.265 0.416 
Hard 2,000 .499 1.325 0.314 
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3.4 Mesh dependence 

A mesh dependency study was completed at three mesh resolutions. The coarsest mesh 
included 168,768 elements ranging in size from 2 to 10 mm with an initial time step of 
1.85e-7 seconds, the medium coarse mesh included 1,754,856 elements from 1 to 4 mm 
and an initial time step of 4.09e-8 s, the medium fine mesh included 3,409,805 elements 
from 0.5 to 3 mm and an initial time step of 3.77e-8 s, and the finest mesh included 
8,543,723 elements from 0.5 to 2 mm with an initial time step of 1.38e-8 s. Simulations 
were conducted with the 10 m/s loading conditions illustrated in Figure 2. Failure 
criterion does not depend on element size. 

4 Results 

4.1 ‘Low rate’ case 

The results of the 5 m/s simulations as compared to Funk’s experimental data (Funk et 
al., 2000) are shown in Figure 5(a), along with the deformation of the foot at 5, 10, 15, 
25, 30, and 34 ms. The simulated results fall within the range of the experimental data. 
The magnitude of simulated forces matches experimental forces and the loading and 
unloading pattern agrees. As illustrated in Figure 5(b), deformation of the soft tissue has 
just begun by 10 ms, and by 20 ms the bones of the foot have shown a large amount of 
articulation and the tarsals have begun to spread and lift off of the plate. This tarsal 
displacement continues to increase for the remainder of the simulation. Some bowing is 
seen in the tibia. 

Figure 5 (a) Simulated results for lower leg impact at 5 m/s as compared to experimental data  
(b) Deformation of the lower leg over the course of the simulation (see online version 
for colours) 

 
(a) 
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Figure 5 (a) Simulated results for lower leg impact at 5 m/s as compared to experimental data  
(b) Deformation of the lower leg over the course of the simulation (continued)  
(see online version for colours) 

 
(b) 

Source: Funk et al. (2000) 

4.2 ‘High rate’ case 

High rate simulations are compared to McKay’s data for 10 m/s and 12 m/s in Figure 6(a) 
and 6(b) respectively (Mckay, 2010). Here, too, the simulated results are very comparable 
to the experimental data in both force magnitude and shape. In the 10 m/s simulation 
case, Figure 6(a), between 1 ms, when loading begins, and 3 ms, the soft tissue at the 
bottom of the foot is deforming and the tarsals begin to lift away from the plate. At 3 ms, 
the soft tissue has compressed beneath the bones of the foot and the plate begins to flatten 
the foot. Between 3 ms and 4 ms, the flattening of the foot causes the bones of the foot 
come into contact with each other. Around 4 ms, contact between the talus and the tibia 
causes the tibia to begin to bow. By this point, fracture can be seen at the interfaces of the 
cuboid, navicular, and cuneiform bones and between the talus and tibia, as well as where 
the calcaneus is in contact with the plate. By 5 ms, the proximal fibula and distal tibia 
begin to show damage, which continues to increase in severity until around 6 ms. 
Increasing foot articulation and tibia bowing are seen until around 9 ms. By 9 ms, loading 
has ceased. However, inertia continues to deform the bones and soft tissue for the 
remainder of the simulation. Around 11 ms the distal fibula fractures. The same pattern of 
deformation and fracture is seen in the 12 m/s simulation, Figure 6(b). However, the 
extent of the deformation is greater. In both cases, the lower leg does not exhibit axial 
displacement until approximately 5 ms, after which time the leg begins to move vertically 
until around 10 ms, after which time displacement begins to decrease. Figure 7 shows a 
closer view of the talus and calcaneus during loading. Initially, the calcaneus is tilted 
posteriorly as the force of the loading plate flattens the foot. After the foot has flattened, 
the calcaneus locks with the talus and is translated axially. 
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Figure 6 (a) Simulated results for lower leg impact at 10 m/s as compared to experimental data  
(b) Simulated results for lower leg impact at 12 m/s as compared to experimental data 
(see online version for colours) 

 

  
(a)     (b) 

Source: Mckay (2010) 

Figure 7 Initially, the calcaneus is tilted posteriorly as the force of the loading plate flattens the 
foot, after the foot has flattened, the calcaneus locks with the talus and is translated 
axially 

 

At 10 m/s and 12 m/s, fracture was seen over the course of the simulation. Figure 8 
shows the simulated fracture patterns and the percent change in bone volume over time. 
In both cases, fracture is concentrated especially in the calcaneus, fibula, and tibia. The 
interfaces of the cuboid, navicular, and cuneiform bones of the foot also show fracture at 
both loading rates. At 10 m/s and 12 m/s, McKay noted skeletal injuries in the calcaneus, 
tibia, talus, fibula, and tarsometatarsal. He also notes the occurrence of articular fractures, 
which supports the presence of simulated injuries at bone interfaces (Mckay, 2010). 
These fracture locations are also consistent with reported fracture locations in an UBB 
injury review which notes talus, tibia, calcaneus, and malleolar fractures (Pintar, 2012), 
which provides encouragement that these simulations correlate with UBB scenarios. 
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Figure 8 Fracture patterns seen following the 10 m/s and 12 m/s simulations are shown alongside 
graphs of percent change in bone volume over time for all bones included in the 
simulation (see online version for colours) 

 

 

Figure 9 Example AIS injury ratings for resultant simulated injuries at 10 m/s applied loading 
(see online version for colours) 

 

One of the ultimate goals of modelling a variety of injury inducing scenarios is to 
develop a framework for rating and classifying injuries. We have begun to examine the 
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process of determining AIS ratings for simulated injuries. The AIS assigns injuries a 
seven digit code based on body region, type and location of anatomic structure, level of 
injury, and severity (Lesko et al., 2010). We believe that this may be a way to 
communicate our results more effectively with physicians and protective equipment 
designers. Being able to classify predicted injuries would contribute to the prevention and 
treatment of combat zone injuries. Example injury ratings are shown in Figure 9. 

Figure 10 (a) Comparison between full leg and lower leg results show good agreement at both 
levels (b) Additional seated soldier positions may affect results and should be 
considered in future work (see online version for colours) 

 

 
(a) 

 
(b) 
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The 10 m/s loading conditions (Mckay, 2010) illustrated in Figure 2 were applied to an 
additional full lower extremity model incorporating the femur and hip. The model was 
free to move vertically. Results are shown in Figure 10(a). The agreement between the 
behaviour of the lower leg and full leg model gives confidence in the accuracy of both 
models and supports the use of a hierarchical approach. Because the 90-90-90 idealised 
posture may not be representative of all seated soldier positions, simulations should be 
conducted with a variety of leg positions. A preliminary study of von Mises stress in the 
tibia at 10 m/s loading conditions indicates that leg posture may impact extremity 
response under loading, as shown in Figure 10(b). 

Preliminary investigations regarding the sensitivity of the simulation results to soft 
tissue parameters were conducted using the 10 m/s loading conditions with C1=C2=1 kPa,  
10 kPa, and 100 kPa, which are all within the range of available values found in literature 
(Kraft et al., 2012; Tönük and Silver-Thorn, 2003; Untaroiu et al., 2005). The results 
reveal the significant difference caused by varying the soft tissue properties. This 
investigatory result, shown in Figure 11, indicates a need for further work on clarification 
of material properties within the biomechanics community. 

Figure 11 Soft tissue material properties cause significant variation in simulation results and 
should be further studied (see online version for colours) 

 

The sole of a boot was added to the 10 m/s loading model to better replicate a real-world 
scenario and modelled as a hyperelastic material with material properties given in  
Table 3. Early results indicate that the presence of a boot may mitigate the extent of 
fracture. This is especially evident in the calcaneus, where significant fracture with no 
boot sole is reduced to very minimal fracture with a boot sole. The effect is also seen in 
the fibula and the tibia. The softer boot sole shows the greatest reduction of fracture  
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severity. The boot sole also delays and reduces the peak force in the tibia. However, the 
boot sole does limit the unloading of the tibia over time. The stiffer the boot sole 
material, the less the tibia unloads by the end of the simulation. This is illustrated in 
Figure 12. Future work should seek to compare a variety of boot sole materials and boot 
leather tensions. 

Figure 12 (a) The deformation of the boot sole over the simulation is shown for the medium sole 
case (b) The boot sole also reduces the peak force in the tibia (c) Early results indicate 
that the presence of a boot may slightly mitigate the extent of fracture in the calcaneus, 
tibia, and fibula (see online version for colours) 

  
(a)     (b) 

 
(c) 

A mesh dependency study was completed at three mesh resolutions. A comparison of the 
four meshes is shown in Figure 13(a). Figure 13(b) shows simulation results for the 
primary loading phase of these simulations. The results appear to converge at the  
3.5 million element mesh, but at added computational cost. The finest mesh  
required three weeks on eight processors to complete the primary loading  
phase illustrated in Figure 13. The coarsest required only three hours for the same 
simulation period. These converged results are lower in magnitude than the coarser 
simulations, though still within the experimental corridor. This indicates that element 
softening may occur at larger numbers of elements. Mesh convergence will continue to 
be studied in ongoing work. 
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Figure 13 (a) A mesh dependency study was completed at three mesh resolutions, the coarsest 
mesh (1) included 168,768 elements, the medium coarse mesh (2) included 1,754,856 
elements, the medium fine mesh (3) included 3,409,805 elements, and the finest mesh 
(4) included 8,543,723 elements (b) The results appear to converge at the 3.5 million 
element mesh (see online version for colours) 

1 2 3 4

 
(a) 

 
(b) 

5 Discussion 

As illustrated in Figure 8, fracture occurs in the lower extremity over the course of higher 
rate simulations. Damage is concentrated especially in the calcaneus, fibula, at the 
interfaces of the cuboid, navicular, and cuneiform bones of the foot, and at the interface 
between the talus and the tibia. No significant difference is seen in fracture locations 
between the 10 m/s and 12 m/s. At both loading rates, the percent volume of damaged 
bone gradually and consistently increases over the simulation for the cortical calcaneus 
and the remaining bones of the foot. The cortical tibia, trabecular tibia, and trabecular 
calcaneus show relatively small amounts of damage. The fibula is the most damaged 
bone at both loading rates. In the cortical tibia and cortical calcaneus, the extent of 
fracture is greater in the 12 m/s loading case than in 10 m/s case. The extent of damage in 
the foot, trabecular tibia, and trabecular calcaneus is similar in both loading cases. It is  
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interesting to note that the extent of fibula damage is greater at 10 m/s than at 12 m/s. As 
can be seen in the graph in Figure 8, at 10 m/s, percent volume of damaged bone in the 
fibula increases to 13% at 4 ms, then gradually increases to 17% at around 7 ms, and 
continues to gradually increase over the remainder of the simulation, ending with a final 
damaged volume of 20%. At 12 m/s, like at 10 m/s, percent volume of damaged bone in 
the fibula increases to 13% at 4 ms. However, at 12 m/s, the damaged fibula volume 
more sharply spikes to 15% at 6 ms, and the damage remains constant for the remainder 
of the simulation. The sharper and earlier increase in fibula damage at 12 m/s may 
account for the difference between 10 m/s and 12 m/s, as a possible explanation is that 
the more sudden fibula fracture earlier in the simulation at 12 m/s renders the fibula 
unable to carry the load that causes the fracture later in the 10 m/s simulation. 

In a review of 500 warriors wounded in action who were exposed to under body 
blasts, almost 200 (40%) had foot and ankle injures. Furthermore, the injury review 
showed 57 instances of talus fracture, 56 instances of tibia fracture, and at least  
100 calcaneus fractures. Malleolar fractures were also noted (Pintar, 2012). The patterns 
of simulated injury correlate with these statistics, as fracture occurred in the calcaneus, 
tibia, talus, and fibula. The simulated injuries are also consistent with reported skeletal 
injuries during experiments by McKay (2010). At 10 m/s and 12 m/s, McKay noted 
skeletal injuries in the calcaneus, tibia, talus, fibula, and tarsometatarsal. He also notes 
the occurrence of articular fractures, which supports the presence of simulated injuries at 
bone interfaces (Mckay, 2010). 

A mesh dependency study was completed at three mesh resolutions. The primary 
mesh used, according to this study, did not reach a converged solution. However, using a 
converged mesh solution required significant additional computational cost. The finest 
mesh required three weeks on eight processors to complete the primary loading phase 
illustrated in Figure 13. The coarsest required only three hours for the same simulation 
period. So, in order to complete a variety of simulations with varying loading conditions 
and parameters, such a fine mesh is infeasible. We believe that a coarser mesh is 
sufficient for impact force prediction and prediction of general fracture locations. A finer 
mesh may be necessary for more intricate modelling of fracture networks. This mesh 
convergence will continue to be studied in future work. 

While good results are seen in the agreement between experimental and simulated 
results, there are some limitations to the work presented. Rate dependent effects and 
viscoelasticity were not considered. The model is also limited in its anatomy. Ligaments, 
tendons, and articular cartilage are not included. Additionally, the metatarsals are fused to 
increase model stability. However, this may reduce the ability of the foot to articulate 
during the simulation. These limitations will be improved upon in future work. The 
experimental data available may be a limiting factor. For experiments conducted at 10 
m/s and 12 m/s, a portion of the tibia was removed and replaced with a load cell (Mckay, 
2010). This may compromise data. In both experimental cases, data is only reported at 
one cross-section of the tibia, and thus the models are validated against this tibia force 
data. However, it is possible that the model and experimental behaviour may deviate in 
other aspects. Finally, with any post-mortem human subject experiment, it should be kept 
in mind that human variability is extensive, and post-mortem human results may not be 
fully representative of in vivo response. 
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6 Conclusions 

In an effort to contribute to the field of human biomechanical modelling of UBB 
scenarios, an attempt was undertaken to validate a lower leg finite element model against 
experimental data for axial loading at 5 m/s, 10 m/s, and 12 m/s. Simulations were 
conducted with loading and boundary conditions which replicated the post-mortem 
human studies completed at each loading rate. Following completed simulations, stress 
was measured at a cross-section of the tibia in accordance with the location 
experimentally measured. The measured stress was integrated across the area to obtain 
the forces. The resultant simulated forces were compared to experimental results. Results 
of these simulations fall within the range of available experimental data, which gives 
confidence that this model represents advancement in lower extremity modelling 
capabilities. Additionally, where fracture was modelled, fracture locations were 
consistent with common reported blast injury sites. This work represents a positive 
advancement towards the development of lower extremity models at a variety of loading 
rates. 
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Appendix 

Stress-strain curve used for modelling of foam pad (Dow Automotive, 2009): 

Strain Stress (Mpa) Strain Stress (Mpa) Strain Stress (Mpa) 

0.0000 0.0000 0.3400 0.3741 0.6800 0.4434 
0.0100 0.1250 0.3500 0.3741 0.6900 0.4951 
0.0200 0.3239 0.3600 0.3741 0.7000 0.5323 
0.0300 0.3409 0.3700 0.3741 0.7100 0.5595 
0.0400 0.3651 0.3800 0.3741 0.7200 0.5953 
0.0500 0.3669 0.3900 0.3741 0.7300 0.6320 
0.0600 0.3722 0.4000 0.3741 0.7400 0.6587 
0.0700 0.3741 0.4100 0.3741 0.7500 0.6847 
0.0800 0.3741 0.4200 0.3741 0.7600 0.7360 
0.0900 0.3741 0.4300 0.3741 0.7700 0.7720 
0.1000 0.3741 0.4400 0.3741 0.7800 0.8323 
0.1100 0.3741 0.4500 0.3741 0.7900 0.8786 
0.1200 0.3741 0.4600 0.3741 0.8000 0.9575 
0.1300 0.3741 0.4700 0.3741 0.8100 1.2500 
0.1400 0.3741 0.4800 0.3741 0.8200 1.3500 
0.1500 0.3741 0.4900 0.3741 0.8300 1.4750 
0.1600 0.3741 0.5000 0.3741 0.8400 1.6000 
0.1700 0.3741 0.5100 0.3741 0.8500 1.8000 
0.1800 0.3741 0.5200 0.3741 0.8600 2.0000 
0.1900 0.3741 0.5300 0.3741 0.8700 2.3500 
0.2000 0.3741 0.5400 0.3741 0.8800 2.7500 
0.2100 0.3741 0.5500 0.3741 0.8900 3.2500 
0.2200 0.3741 0.5600 0.3741 0.9000 4.0000 
0.2300 0.3741 0.5700 0.3741 0.9100 4.7500 
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Stress-strain curve used for modelling of foam pad (Dow Automotive, 2009) (continued): 

Strain Stress (Mpa) Strain Stress (Mpa) Strain Stress (Mpa) 

0.2400 0.3741 0.5800 0.3741 0.9200 6.0000 
0.2500 0.3741 0.5900 0.3741 0.9300 8.0000 
0.2600 0.3741 0.6000 0.3741 0.9400 15.0000 
0.2700 0.3741 0.6100 0.3741 0.9500 27.0000 
0.2800 0.3741 0.6200 0.3741 0.9600 44.0000 
0.2900 0.3741 0.6300 0.3741 0.9700 55.0000 
0.3000 0.3741 0.6400 0.3741 0.9800 66.0000 
0.3100 0.3741 0.6500 0.3741 0.9900 90.0000 
0.3200 0.3741 0.6600 0.3741   
0.3300 0.3741 0.6700 0.3741   

 


