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Abstract: Social computing can be broadly defined as computational 
facilitation of social studies and human social dynamics as well as design  
and use of information and communication technologies that consider social 
context. Novel social services and applications developed based on social 
computing have profoundly affected nowadays people’s life. However, as an 
emerging research field, it gathers numerous researchers who tend to contribute 
cutting-edge research work on social computing. In this paper, we provide a 
brief overview towards the state of art of social computing. 
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1 Introduction 

Social computing can be broadly defined as computational facilitation of social  
studies and human social dynamics as well as design and use of information and 
communication technologies that consider social context. It is also a general term in 
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computer science that is concerned with the intersection of social behaviour and 
computational systems. Early work involving social computing exists in the area of social 
network analysis, which incorporates the usage of a set of theories, models, and 
applications for the analysis of social structures. With the evolution of computers and 
network technologies, social computing has been embedded new contents. A large 
number of novel applications as well as services facilitating collective action and  
online social interaction with rich exchange of multimedia information and evolution  
of aggregate knowledge are largely referred as social computing (Parameswaran  
and Whinston, 2007). Typical examples include online social networks, blogs,  
peer-to-peer networks, and other type of online communities. Since these applications or 
services usually offer relatively less technological requirements to their users, the ease of 
use makes such products grow rapidly. Ranging from business customers to  
personal users, social computing has been the backbone of today’s information 
technology. 

A new social era began with the prosperity of those applications which proves that 
social computing is becoming more indispensible for today’s people’s life. In this paper, 
we provide a brief overview towards social computing and introduce the papers published 
in the first issue. We first provide a brief overview towards some selected directions of 
social computing which includes social networks, social network analysis, social 
behaviour modelling, social signal processing (SSP), and information security and 
privacy on social networks. We then introduce some cutting-edge research work on the 
selected directions of social computing. 

2 Overview of the selected directions of social computing 

2.1 Social networks and social network analysis 

A social network is a social structure which derives from the general human society 
according to certain scope or relationships. In one sense, it resembles as a graph 
consisting of nodes and edges. The nodes stand for entities such as individuals, groups,  
or organisations, while the edges are the whole collection of relationships existing  
in human society. Figure 1 is an example of a social network indicating an academic 
group. 

The study of social network can be traced back to decades ago. In the early work, 
Tichy et al. (1979) introduced a social network approach in analysing organisations by 
examining the relationships of objects within them. Later, researchers found the 
recruitment of an organisation’s social movements is effected by its social network 
attributes (Snow and Zurcher, 1980). Along with the study of social networks, 
Krackhardt (1987) provided cognitive social structures as the solution of network 
analysis problems. As a solid way to make progress, some review work is considered  
to be as equally important as the cutting edge research. Scott’s (1988) paper reported  
both classical sociology and recent scientific work on social network analysis.  
Similarly, a book written by Wasserman and Faust (1994) was published six years later, 
the first book to provide a comprehensive overview of the methodology of and 
applications on social networks. 
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Figure 1 An example of a social network (see online version for colours) 

 

After 2000, research has been focused on extracting useful knowledge using social 
network analysis. Freeman (2000) made important progress in social network 
visualisation. A model which has the capability to deal with network search problems 
was created based on searching recognisable personal identities through social networks 
(Watts et al., 2002). Sabater and Sierra (2002) presented a system using social network 
analysis to calculate reputations in multi-agent systems. Given the fact that a group of 
people has the ability to influence one another so as to trigger a cascade influence, a 
paper describing the strategy of choosing a few individuals in order to maximise the 
spread of influence through a social network was published (Kempe et al., 2003). A 
textbook of social network analysis was released in 2005 (Nooy et al., 2005). One year 
later, a social network evolution principle that is controlled by a combination of effects 
arising from the network topology and the organisational structure, where the network is 
embedded, was found by an empirical analysis of a social network (Kossinets and Watts, 
2006). 

The availability of Web 2.0 technology brought social network to the cyber world. 
Social networking sites (Boyd and Ellison, 2007) enable people to deploy their social 
activities through internet connections. This also triggers numerous research topics. 
Nowadays, social network is a popular while ambiguous concept. It can either represent a 
real human community; or can stand as a virtual network society fundamentally based on 
cyber network applications. 

2.2 Human and social behaviour modelling and SSP 

Human and social behaviour modelling (HSBM) provides mechanisms in reproducing 
human social behaviours and subsequent experimentation in various activities and 
environments (Liu et al., 2008). It has been an essential component of social computing. 
The interdisciplinary property of HSBM gathers researchers from different research 
fields, such as sociology, computer science, psychology, anthropology, and information 
systems, to share and study new methodologies. 

The modelling of human cognitions requires the processing of imprecise  
human-centric concepts. Fuzzy systems modelling (FSM) (Pedrycz and Gomide, 2007) 
provides a venue that allows the formal reasoning and manipulation towards  
such concepts. The framework proposed by Yager (2008) adopted FSM as well as 
Dempster-Shafer theory (Shafer, 1976) to solve the problem of complex cognitive 
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concepts and unpredictability modelling for human behaviours. In addition to the 
modelling of human cognitions, human decision making and social interactions are 
crucial in terms of HSBM. For instance, in civil and environmental engineering, the 
design of safe egress is a key issue for crowd safety. The solution of such problem 
requires the modelling of crowd behaviours. In this case, Pan et al. (2006) presented a 
computational framework for incorporating human and social behaviours during 
emergency evacuations. They claimed that the proposed framework is able to model 
several human and social behaviours, such as competitive behaviour, queuing behaviour, 
herding behaviour, and bi-directional crowd flow. 

With the popularity of the World Wide Web (WWW), its usage has been being 
involved in every aspect of people’s home and work lives. As our dependence on the web 
increases, the amount of information that can be collected about an individual using the 
internet has the same trend. Hence, online users’ behavioural information collecting has 
been paid much attention for years particularly by e-commerce and marketing firms in 
order to offer their customers better online shopping experiences. Sismeiro and Bucklin 
(2004) developed a predictive model of online purchase behaviour by using clickstream 
data collected from a car-selling website. They contended that the model has superior 
predictive performance especially during the task sequence. Montgomery et al. (2004) 
introduced a dynamic multinomial profit model for the analysis of path information of 
web browsing. It is believed that the model can also be used to personalise web designs 
and product offering. Robinson et al. (2008) introduced an online-users’ behavioural 
analysis and modelling methodology based on their individual web browsing activities. 
Meanwhile, the method can be applied in security realm to enhance computer security via 
detecting malicious or anomalous online user behaviours. 

Human face-to-face communication conveys both verbal information and non-verbal 
social signals such as vocal behaviour, facial expressions, and body postures and gestures 
which last for a relatively short time (Vinciarelli et al., 2009b). It is the common sense 
that current computers are socially ignorant. Thus, SSP is an emerging research domain 
that aims at provides computers the ability of recognising, and predicting (Pentland, 
2008) social signals. However, the process for developing automated systems for SSP can 
be quite difficult (Vinciarelli et al., 2009a). The first challenge in SSP, according to 
Pentland (2008), is to automatically detect and measure the signals. Vinciarelli et al. 
(2009b) specified the problem into four sub-problems: 

1 recording the scene 

2 detecting people in it 

3 extracting audio and/or visual behavioural cues displayed by people detected in the 
scene and interpreting this information in terms of social signals conveyed by the 
observed behavioural cues 

4 sensing the context in which the scene is recorded and classifying detected  
social signals into the target social-behaviour-interpretative categories in a  
context-sensitive manner. 

In addition, Vinciarelli et al. (2009a) also pointed out the future challenges of SSP: 

1 tightening of the collaboration between social scientists and engineers 

2 the need of implementing multi-cue, multimodal approaches to SSP 
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3 the use of real-world data 

4 the identification of applications likely to benefit from SSP. 

2.3 Information privacy and security on social networks 

Social networks may maintain a very large amount of user data (personal information), 
which leads to one main issue that is privacy-related user data revelation (Blakely,  
2007; Soghoian, 2009). Personal information, such as interests, contact information, 
photos, activities, associations and interactions, once revealed, may incur various 
magnitudes of impact, ranging from unexpected embarrassment or reputational damage 
(Rosenblum, 2007) to identity theft (Strater and Lipford, 2008). Despite the known 
negative consequences, effectively managing privacy for social network can be quite 
tricky. One reason is that different individuals have different levels of privacy-related 
expectations towards their information. For instance, some of them may be willing to 
publish their personal profiles tending to potentially develop more friendships, while 
others may worry about the exposure of their identities so as to only reveal the profiles to 
their close friends. In other situations, people are even willing to disclose their personal 
information to anonymous strangers rather than acquaintances (Gross and Acquisti, 
2005). Unfortunately, people do not often care about their privacy either. Gross and 
Acquisti (2005) found that only a few students change the default privacy preferences on 
Facebook by analysing and evaluating the online behaviour as well as the amount of 
private information disclosed from 4,000 students in Carnegie Mellon University. On the 
other hand, Liu and Maes (2005) pointed out that “over a million self-descriptive 
personal profiles are available across different web-based social networks”. Thus, the 
lack of users’ privacy awareness and the ease of privacy exposure on social network 
attract researchers’ attentions. Krishnamurthy and Wills (2008) found that between 55% 
and 90% of users in popular social networks set their profile information publicly 
viewable and their activity is being tracked by the third party domains. Furthermore, 
Krishnamurthy and Wills (2010) examined the leakage of personal identifiable 
information, the information that may disclose personal identities by itself or through 
combing with other public information, on social networks. Zhou et al. (2008) concluded 
anonymisation techniques, which can be eventually applied to preserve privacy for social 
network data. Chen and Shi (2009) summarised the research of social network privacy by 
topics, including, privacy disclosure and attack technique, privacy-preserving 
collaborative social network, and business model of privacy protection. 

Apart from privacy, social networks also associate with several security issues. For 
instance, with the ease of personal information access, social network makes itself a good 
place for social engineering (Nagy and Pecho, 2009). Furthermore, Luo et al. (2009) 
emphasised that spam, malicious programs, and phishing can be the most prevalent 
threats among social networks. To make matters worse, people are lacking of security 
concerns and basic security knowledge towards social networks. Meanwhile, social 
network is attracting researchers to develop security countermeasures. Decentralised or 
distributed systems are vulnerable to sybil attack (Douceur, 2002), where a small number 
of entities pretending to be multiple ones so as to compromise a large fraction of the 
systems. Correspondingly, SybilGuard, a protocol designed to against sybil attack via 
social networks, was presented by Yu et al. (2006). Based upon the observation that 
social network has the capability to limit attack edges, which are the ones connecting 
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honest nodes and sybil (malicious) nodes in social network, by leveraging trust 
relationships built within real social network, SybilGuard is able to effectively against 
sybil attack by bounding both the number and the size of Sybil node groups. Later,  
Yu et al. (2008) introduced SybilLimit, a similar sybil attack prevention protocol as 
SybilGuard. SybilLimit enhances the protocol performance by reducing a factor of 

( n )θ  from SybilGuard. A similar approach inspired by SybilGuard was proposed by 
Hota et al. (2007) to against sybil attack. Instead of random walk in SybilGuard, their 
approach adopts single source and multiple destinations routing protocol to control the 
number and the size of sybil groups. 

3 Social computing: the state of the art 

3.1 Social networks and social network analysis 

The formation of a certain social network is often based on some certain events. This  
so-called evolving social network has its sets of nodes and edges changed over time 
because of the joining of new nodes as well as the leaving of old ones. According to  
Qiu et al. (2011), it is the natural way that the growth dynamics of such a social network 
can be captured by an event-driven model, in which an event has participants (nodes), 
whose relationships are referred to the connections (edges). The event-driven model 
consists of an event-driven framework and a hybrid growth model. The framework deals 
with the social network including events adding. The hybrid growth model is designed to 
incorporate the attachedness and locality of the social network, since both of the factors 
affect the form of the new edges. 

Douban, a popular Chinese online social network, serves users in media 
recommendations. As its user, one can share her media interests under the profile 
information. Users are also able to make online friends and join discussion groups on 
different topics. As of the formation of friendships, McPherson et al. (2001) identified 
three basic patterns of homophily (Figure 2). 

Figure 2 Homophily in a social network 

     
 (a) (b) (c) 

Those three patterns are: triadic closure [Figure 2(a)], focal closure [Figure 2(b)], and 
membership closure [Figure 2(c)]. Triadic closure creates new friendship between person 
A and B via their mutual friends C; focal closure builds up the same friendship just like 
triadic closure does except that the mutual friend is switched to a common focus; 
membership closure eventually allows person B to become a participant of a focus due to 
person B’s friendship with A. Based upon the monitor towards 10,000 Douban users’ 
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profiles, Yu and King (2010) addressed that the triadic closure is a major force for the 
formation of online friendships, whereas certain types of focal closure even have larger 
effect than triadic closure. 

Cultural items affect the adoption of similar ideas, behaviours, opinions, and topics. 
The study of cultural items and social meditation is crucial to social scientists who want 
to know which kind of individuals are more or less likely to pass on some pieces of 
information and which network positions can help the diffusion of some items. Menezes 
et al. (2011) presented a method for the detection of bursts of activity at the semantic 
level, and described a probabilistic model to quantify temporal relationships between 
blogs. The process of activity detection consists of linguistic tagging, term filtering, and 
term merging. The result of activity detection process is a set of topics and each topic’s 
temporal relationships with certain blogs. The probabilistic model, in turn, can quantify 
temporal relationships between blogs by computing a dyadic precursor score from one 
blog to the other. 

Contending that social relations are difficult to be measured especially just via single 
dataset, Karikoski and Nelimarkka (2011) examined the used of different datasets to 
measure social relations, which are defined as physical presence, online communication 
and presence, or direct communication. In their work, they adopted one mobile phone 
dataset and one online social media service dataset. The mobile phone dataset contains 
data like phone call history and SMS messages. The online social media service dataset 
has the knowledge of social structures based upon friendships and so on. Based on their 
work, they claimed that the study of social relations should be conducted under multiple 
datasets. 

A social network may consist of several communities that are either disjointed or 
overlapped. Traditional methods to identify community structure are only suitable to 
those disjointed communities, while recent proposed methods, although have taken 
overlapped communities into account, failed to examine the characteristics of such 
communities. Kelley et al. (2011) first suggested that a community should meet two 
minimum requirements that are connectedness and local optimality. Based on the study 
of previous overlapping communities detecting methods, they then presented empirical 
evidence of the existence of a large amount of significant overlap in network of blogs that 
proves the deficiency of the traditional approach for identifying community structure. 

With rapid growth of online social networks, it can be very expensive to measure 
their properties, of which require the knowledge of the entire networks. In this case, 
acquiring the size information for a certain social network becomes critical, such as the 
number of users that belong to the online social network. To tackle the problem,  
Ye and Wu, whose paper is included in this issue, introduced three online social network 
size estimators, maximum likelihood estimator (MLE), mark and recapture (MR), and 
random walkers (RW). Both MLE and MR require uniformly sampling a certain amount 
of users from the network, whereas RW requires friend lists of users to be available in 
order to conduct the random walk. For the MLE, they developed an algorithm that  
70 times faster than the naïve linear probing method; for the MR, a better estimation of 
the network size is applied to Twitter’s public timeline service; they also extended the 
RW to estimate other network properties like clustering coefficient. 

The similarity between two social networks is important in terms of understanding 
both networks’ graphical form. To achieve the similarity comparison, Macindoe and 
Richards (2011) proposed a comparison technique of using the networks’ sub-graph. In 
their approach, a network can be abstractly represented via three sub-graphical features. 
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They are leadership, bonding, and diversity. Leadership (L) is a measure of the extent to 
which the edge connectivity of a graph is dominated by a single vertex. Bonding (B) 
measures the graph’s triadic closure. Diversity (D) is a measure based on the number of 
edges in a graph, of which end vertices are disjoint. Hence, the similarity is represented 
by the earth mover’s distance (Pele and Werman, 2009) between the LBD’s distributions 
of the networks. 

In social tagging systems, tag clouds are wildly believed to be developed to improve 
user experience on content navigation. In practice, tag clouds aggregate and display tags, 
and corresponding resources, from various sources. Helic et al. (2011) proposed to 
validate the navigability assumption of tag clouds. Based on the analysis of three tagging 
datasets, they found that the navigability of tag clouds is not always effective. In some 
circumstance, the interface design of tag clouds may impair their navigability. 

3.2 Social behaviour modelling 

Blogosphere has huge popularity that gathers a very large amount of online users. 
However, current methodology to identify special users of a certain blog is to generate a 
list of active and popular users. Moon and Han (2011) found that a list of such users may 
not necessarily be influential. Moon and Han (2011) defined that influencers are the ones 
“who have influential power to the point that they can change others’ thinking or 
behaviours”. Therefore, they proposed the quantifying influence model (QIM) that 
measures influence score for bloggers. The QIM has two components, interpersonal 
similarity and degree of information propagation. Interpersonal similarity measures 
homophious ties between active readers and actual bloggers, while degree of information 
propagation is the degree of information spreading via weighted bridging readers. The 
final influential score is a sum of both weighted interpersonal similarity and degree of 
information propagation. 

3.3 Social signal processing 

Human interaction geometry largely refers to human social interactions that convey  
non-verbal social signals, such as turning towards each other. Groh and Lehmann (2011) 
presented an interaction model, with respect to interaction geometry, to study interaction 
geometry in the view of the detection of social situations. By employing mobile devices, 
they measured geometrical interaction data using the proposed model. 

3.5 Social network privacy and security 

Traditional database anonymity techniques, like k-anonymity (Sweeney, 2002),  
p-sensitivity (Truta and Vinay, 2006), l-diversity or t-closeness (Machanavajjhala et al., 
2007) treats data either as public or as private. When it comes to social networks, it 
requires data to be assumed as public then treated as private. This generates the problem 
that the traditional data anonymity techniques are not appropriate for social network data 
anonymisation. In other words, those techniques make the published social network data 
non-interactive. Thus, Beach et al. (2011) introduced a social network data anonymity 
model, namely q-Anon. The proposed model measures the ambiguity of published data in 
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the perspective of re-identification attack. The larger the value of q is, the higher the 
data’s privacy. 

A privacy sensitive architecture for context obfuscation (PCO) was developed by 
Rahman et al. (2011). PCO is used to protect privacy in pervasive online social 
networking applications, such as online community-based applications. The entire 
architecture (Figure 3) includes user component and server component. The profile data 
manager (PDM) of the user component manages contextual data provided by user or 
acquired from device sensors. The granularity-based privacy module from the server 
component is designed to protect the privacy of received contextual data by enforcing 
user-defined privacy policies based on contact lists. 

Figure 3 The architecture of PCO (see online version for colours) 

 

Source: Rahman et al. (2011) 

4 Conclusions 

Social computing plays more and more important role in today’s cyber-related 
applications that have profoundly affected people’s daily life. A large number of  
social computing applications, such as online social networks, blogs, peer-to-peer 
networks, micro-blogs, social tagging systems, photo and video sharing websites, and 
other types of online social communities, have gained much popularity. Furthermore,  
as an emerging research field, social computing gathers numerous researchers who  
tend to contribute cutting-edge research work on social computing. In this paper, we 
provide a brief overview towards social computing that includes most recent research 
work on it. 
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