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Abstract: The bursty traffic conditions and fast mobility of consumers induce 
significant delays in wireless networks. Taking the aforementioned factors into 
account, designing cost-effective wireless solutions with efficient resource 
usage and manageability is significantly challenging. Although cloud providers 
undeniably offer high-performance scalable wireless networks, delays may 
occur due to frequent packet losses as a result of weak signal strength, high 
mobility, and congestion. There is a slight difference between a wireless 
networking environment and typical wired networks, however, in practice, 
various variables exist, making it impossible to fully implement the core 
advantages of SDN such as rapid data processing, among others. To cope with 
such situations, we propose software-defined wireless networking (SDWN), a 
new means for wireless network virtualisation and programming capabilities. 
Moreover, to evaluate the proposed system, Mininet-WiFi in SDWN is used 
and conduct an experimental study in terms of packet transmission time and 
mobility visualisation over distance. 
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1 Introduction 

The core features of software-defined wireless networking (SDWN) are implemented 
based on software defined networking (SDN), a next-generation network paradigm that 
manages the network in a centralised manner so that network paths and traffic can be 
operated and handled freely without human intervention. SDWN separates the hardware 
from the software in a centralised environment, and the entire network is controlled by 
the centralised controller. This results in efficient communication, rapid and secure 
network operations through batch flow rule application, and technology to escape vendor 
dependencies using Open Interface. To evaluate the performance of the aforementioned 
networking paradigm, virtual network emulators are actively being used in the research 
community. These network emulators eliminate the need for the development of real 
testbed-based implementation for the evaluation. Network emulators support both 
performance evaluation and debugging of the proposed protocols, and also support 
various other network-related research problems. Moreover, a network emulator reduces 
the cost associated with the development of a real testbed. A plethora of networking 
emulators such as Mininet (Persia et al., 2021), ComNetsEmu (Xiang et al., 2021), etc., 
are available and among them, the Mininet emulator is widely being used for the 
evaluation of SDN scenarios. The main advantage of the Mininet emulator is that the 
developed code can directly be applied to real-world network situations without any 
modifications and the deployment can be achieved through image files. Mininet-WiFi – 
which is built on the top of Mininet emulator, is used for the evaluation of real-world 
wireless network environments. For a cloud infrastructure (Jamil and Kim, 2021) to be 
built, it is based on the virtualisation of servers or storage. SDWN technology is required 
for these resources to be effectively connected within wireless networks. 

The wireless channel may confront severe fluctuations and never remain stable all the 
time due to frequent path losses, multipath fading and capture effect, etc., therefore, the 
user’s request may fail to reach the potential destination. Due to a lack of requested 
reception of requested content, the user may re-initiate the communication to fetch the 
content. The frequent request transmissions may induce congestion, ignites delays, and 
intensify the packet losses in the network. 

To overcome the abovementioned issues designing cost-effective wireless solutions 
with efficient resource usage and manageability is the need of time. Taking the intrinsic 
Mininet feature and with the precise aim to increase the network performance within the 
limited resource budget and satisfy the consumer requirements within the quality 
constraints, we propose a state-of-the-art SDWN solution. The main contributions of the 
proposed work can be summarised as follows: 

1 We propose SDWN a new means for wireless network virtualisation and 
programming capabilities to minimise the delays and network resource usage during 
bursty traffic conditions. 
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2 We evaluate the effectiveness of SDWN through extensive simulations in Mininet 
emulator. Results revealed that SDWN outperformed in terms of packet transmission 
time and resource utilisation. 

The rest of this paper is organised as follows: Section 2 provides background knowledge 
of SDNs, OpenFlow, emulators in general, Mininet emulator, and Mininet-WiFi 
emulator. Section 3 conducts an implementation and performance evaluation of packet 
transmission time and mobility visualisations over distance and finally, Section 4 
concludes the paper with future work. 

2 Background knowledge of SDNs and subtopics 

2.1 Background knowledge of SDN 

Software-defined networking (Ghaffar et al., 2021) is a network virtualisation approach 
that is used to optimise the network resources and quickly enable the network to meet 
business requirements, applications, and traffic, Younus et al. (2019) explained. SDN 
separates the control plane from the data plane within the network and builds 
infrastructure by employing software programs. In SDN, the centralised controller is 
responsible for network orchestration, management, analysis, and automation. As these 
controllers do not consider networking equipment, they can benefit from scalability, 
performance, modern cloud computing, and the availability of storage resources. A 
plethora of SDN controllers is being built by using open platforms and open APIs, 
enabling orchestration, management, and control of network equipment purchased from 
different vendors. The separation of control and transport layers increases flexibility and 
speeds up the launch of new applications. Moreover, the ability of SDN to respond more 
quickly to problems and outages increases network availability. For this feature 
implementation, the SDN network structure is divided into three layers. Each layer then 
communicates with the other through the Open Interface. The Network Control layer to 
Infrastructure layer interface is called the Southbound API and includes OpenFlow. The 
interface between the Network Control layer and the Application layer is called the 
Northbound API. This simplifies the automation of network functions to reduce 
operational costs, and Table 1 shows the difference between the SDN and the existing 
network described earlier. 

2.2 Background knowledge of OpenFlow 

OpenFlow (Yan et al., 2022) corresponds to a communication protocol that resides 
between the control and the data layer in an SDN environment which defines the content 
of communication between controllers and hardware equipment and is the basis of SDN 
technology. It is an open-source project jointly developed by Stanford and UC Berkeley, 
aiming to separate the forwarding plane and control plane features of a network switch or 
router and provide protocols for their communication. In addition, OpenFlow’s 
controllers provide technology to determine the path of packets regardless of the vendor 
of the network. Once the data path is established, OpenFlow provides programmability 
for network equipment, which defines which network equipment will flow traffic into. 
One of the reasons for SDN’s emergence is the flow of global companies supporting 
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SDN and OpenFlow. OpenFlow is a component of SDN and is a standard interface for 
running communication between machines with control and network switches, but there 
are no restrictions or requirements that must be used within the SDN category. In an SDN 
environment, it is used to communicate control plane commands to the data plane as a 
communication protocol between the control plane and the data plane, which can be seen 
as defining the communication between the controller and the actual or virtual 
equipment. In addition, policies such as control methods and routing of equipment are 
defined, and all equipment delivered through this information is stored in the flow table 
and all of which define the flow of data flow is defined. Flow table consists largely of 
rule, action, and stats, and in the case of rule, it is an area that defines how and how 
packets are handled. The flow table’s rule consists of 12 tuple, which handles packets 
with 12 differentiators from layer 1 to layer 4. Action defines how to handle packets 
defined by the rule. When using the forward command, packets are sent through the 
specified port, but when using the drop command, packets are discarded. For stats, we 
show how many packets were matched to the corresponding flow table and how large 
Byte was transferred. Various transmission information can be found using this 
information, which is sent to the controller. 
Table 1 Differences between existing networks and SDN 

 Existing network SDN 
Network perspective Hardware centric Software centric 
Configuration leadership Hardware supplied vendor User 
Technology openness Closed structure Open structure 
Interlock compatibility Independent protocol Standard protocol 
Management efficiency Inefficient/high-cost operation Efficient/reasonable operation 
The fairness of the market Monopoly form Fair competition 
Embrace new technologies According to the need for a 

venter 
Acceptance based on user needs 

2.3 Background knowledge of controller 

SDN controllers are utilised to control the network. A control point of an SDN network 
and an application that deploys intelligent networks by managing flow control over 
applications and business logic. Typically, SDN controller platforms include modules 
that can perform various network tasks. Some of the basic tasks, including the collection 
of devices within the SDN network and the collection of each feature, network statistics, 
etc., can be inserted to support various advanced features, such as improving 
functionality, performing analysis, and running algorithms that coordinate new rules. 
Casalicchio and Silvestri (2011) explained the protocols used by SDN controllers to 
communicate with switches and routers commonly use OpenFlow protocol. Recently, as 
more SDN networks have been deployed, tasks have been performed between SDN 
controller domains using common application interfaces such as OpenFlow. 

2.3.1 ONOS controller 
ONOS controller was developed by ON. The lab is a non-profit research institute founded 
in 2012. ONOS Controller was recognised as one of the open-source projects, with 
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ONOS Project officially participating in the 2015 Linux Foundation. The initial version 
was developed incorporating two prototypes where the first main target availability and 
scalability, while the second mainly focused on improving performance. This led to the 
establishment of the distributed structure of the ONOS controller. Fontes et al. (2015) 
explained controller requires skills in resource management and delivery, independence 
of user access, resource virtualisation, abstraction and programming interfaces at the 
physical and hardware layers, security, and basic mounting of key applications and 
services. Sameer and Goswami (2018) explained ONOS controller was designed and 
developed to provide these core functions as a network OS, and as shown below, the 
basic structure of the ONOS controller was designed for carriers or large network service 
providers, and the structure of ONOS controller was shown in Figure 1. 

Figure 1 ONOS controller structure (see online version for colours) 

 

Source: Lab 08: Multi-Tenant Data Center Network – Part I (n.d.) 

2.3.2 POX controller 
POX controller is a network control platform that provides a high-level programmatic 
interface for building network operations and control applications. It is composed of 
Python languages and officially supports OpenFlow 1.0 version and is easy to use. It is a 
widely used platform for training and research on SDN and network application 
programming. The branch of the POX controller has two categories: active and release. 
The active branch is a branch that continues to add new features, and the release branch is 
a branch that is created when a new version is selected. As simple as configuration, POX 
controller is a great advantage of being easy to use and has great access to OpenFlow. It 
can accommodate most of the various applications and can be accessed easily by Python 
compared to other languages. 

2.3.3 Floodlight controller 
Floodlight controller is an SDN controller developed by the community of Big Switch 
Networks that uses the OpenFlow protocol to coordinate traffic flows in the SDN 
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environment. This controller is a community project originally started on the Big Switch 
as part of the Opendaylight project and is still sponsored by the big switch network. The 
Floodlight controller is advantageous for developers because it is written in Java and 
provides easy software interworking and application development capabilities. The 
following structure includes REST APIs (Indrawan et al., 2022) that facilitate the 
programming of products and interfaces and provides coding examples to help 
developers create products on the Floodlight Web site. As shown in Figure 2 of Saleh 
Asadollahi and Goswami (2017) the Floodlight controller was tested with physical and 
virtual OpenFlow compatible switches and supported by network groups of switches that 
are operational in a variety of environments and that are OpenFlow compatible through 
non-traditional OpenFlow switches. It is also compatible with OpenStack, which allows 
the establishment and management of public and private cloud computing platforms and 
can be run with OpenStack’s back end using REST APIs. Furthermore, the controller’s 
performance is excellent because it is highly scalable and provides a simple module 
loading system. It can be set up with minimal effort and can be processed by mixing 
OpenFlow network and legacy network. 

Figure 2 Floodlight controller structure (see online version for colours) 

 

Source: Asadollahi and Goswami (2017) 

2.3.4 Beacon controller 

Beacon controller is an open-source project developed by Stanford University in early 
2010. According to Erickson (2013), it has been used for several research projects, 
networking classes, and test deployments, and has been demonstrated by powering more 
than 100 virtual switches and 20 physical switches, running in experimental data centres. 
It was developed based on Java and can run on a variety of platforms, from Linux servers 
to Android phones. According to Siddiqui et al. (2022), Beacon controller’s code bundle 
can start/stop/refresh/install runtime without interrupting other non-dependent bundles 
(i.e., without disconnecting the switch and changing the running switch or application). It 
is also easy to start and run, and Java and Eclipse simplify the development and 
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debugging of applications. It is also multi-threaded, capable of identifying performance 
benchmarks, optionally user-defined scalability with Jetty enterprise web servers, and 
includes a UI framework. Beacon controller is based on a flexible Java framework, such 
as Spring and Equinox (OSGi), and is configured as shown in Figure 3 (Erickson, 2013). 

Figure 3 Beacon controller structure (see online version for colours) 

 

Source: Erickson (2013) 

Figure 4 Opendaylight controller structure (see online version for colours) 

 

Source: Khattak et al. (2014) 
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Table 2 SDN controller comparison table 
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2.3.5 Opendaylight controller 
Opendaylight controller is an open source-based project run by the Linux Foundation and 
is a module open platform for customising and automating networks of all sizes and 
sizes. It is developed with a focus on network programming and is designed based on 
commercial solutions that handle a variety of use cases in existing network environments. 
Figure 4 (Khattak et al., 2014) shows the structure of the Opendaylight controller 
‘HELIUM’ version. It has excellent visibility and control and can dynamically use the 
network depending on the state, so it is optimised for traffic, topology, and equipment in 
a near real-time state. Cloud infrastructure in an enterprise or service provider 
environment is also highly capable of supporting a wide range of use cases. Table 2 
(Salman et al., 2016) shows comparisons of SDN controllers. 

2.4 Mininet and Mininet-WiFi 

Mininet is a wired network emulator. Mininet is a network emulator that runs a collection 
of end hosts, switches, routers, and links in a single Linux kernel. Operating system 
virtualisation capabilities and processes can be used to scale up to hundreds of nodes. 
Users can implement new network features or new architectures, test large-scale 
topologies with application traffic, and then deploy the same code and test scripts to  
real-world networks. Mininet was created at Stanford University to use network 
technology as a tool for researching and teaching. Mininet provides visibility into virtual 
SDNs consisting of OpenFlow Controller, OpenFlow-enabled Ethernet, Switch, and 
Ethernet networks from multiple hosts connected to the switch. Mininet-WiFi is a 
wireless network emulator. Mininet-WiFi developers expanded the capabilities of 
Mininet, a traditional wired-based SDN emulator, by adding virtual WiFi stations and 
access points (APs) based on standard Linux wireless drivers and 802.11_hwsim wireless 
simulation drivers. We also support the addition of several wireless devices in the 
Mininet network scenario and add classes based on AP-related location and mobile 
station attributes evaluation. Mininet-WiFi extends the underlying Mininet code by 
adding or modifying classes and scripts, adds new features to Mininet-WiFi, and supports 
all common SDN emulation features in standard Mininet network emulators. 

3 Implementation and performance assessment 

3.1 Configuring a performance assessment environment 

A composition diagram for the proposed system for performance evaluation of this 
SDWN is shown in Figure 5. It installed VMware12 on its PC, operated the Ubuntu 14.04 
LTS version as a virtual machine, and operated Mininet-WiFi within the Ubuntu 14.04 
LTS version. Unlike conventional wired Mininet, a WiFi dongle was used to run 
Mininet-WiFi for implementation in wireless environments. After running Mininet-WiFi, 
the POX controller configures two stations and one AP to link the information to the Pox 
controller through instructions. 
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Figure 5 Suggested system configuration (see online version for colours) 

 

Figure 6 Packet transmission time over distance (see online version for colours) 

 

Figure 7 Visualise station real-time mobility (see online version for colours) 
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3.2 Performance analysis of wireless SDN in mobility environment 

Figure 6 shows the packet transmission time according to the distance of the station. In 
Mininet network scenarios, classes based on the attribute evaluation of mobile stations, 
such as location and movement related to AP, are available as shown in Figure 7. 
Mininet-WiFi extends the basic Mininet code by adding or modifying classes or scripts 
and adds new features to Mininet-WiFi while supporting all common SDN emulation of 
standard Mininet network emulators, making it easy to configure topology through 
coding and performance evaluation, as shown in Figure 6. In addition, for highly mobile 
stations, packet transmission time can be determined by distance. 

4 Conclusions 

Mininet-WiFi is a wireless network emulator that supports virtual SDWN research. When 
sending packets to a highly mobile station, packet transmission time can be measured 
over distance and mobility can be verified in real-time. It can virtually check the mobility 
of stations through Mininet-WiFi without actual implementation, reducing the cost of 
implementation and making it easy for anyone to use because of its high availability. 
Connecting other high-performance controllers to Mininet-WiFi also facilitates 
streaming, home network setup, and management as well as packets. We adopted the 
Mininet emulator and analysed the performance of SDWN. The performance results 
revealed that the proposed work showed high performance in terms of transmission 
delays and resource usage. In the future, we aim to extend the SDWN by incorporating 
deep Q-learning techniques and developing intelligent SDWN. We intend to include 
various performance metrics such as throughput, bandwidth utilisation, congestion, 
latency, etc. and provide a detailed comparison with the state-of-the-art existing schemes. 
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