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Abstract: Hearing loss poses a serious challenge to access information that
are in the form of audio or video on the internet. Text subtitles or closed
captioning is a popular mechanism to make the audio embedded in the videos
accessible to the hearing impaired. Alternatively, a sign language interpreter
may translate the audio into sign language gestures. However, these aids are
either expensive or technologically infeasible. In this paper, we propose a
technique to enable a person with hearing impairment see the audio. The
novel assistive tool is envisioned as a visual aid for the hearing impaired
to comprehend the audio contained in a video. The tool produces a speech
synchronised visual lip movement sequence for a video. The lip movement
sequence is then superimposed onto and displayed along with the original
video. A number of experiments have been conducted to determine the
feasibility and usefulness of the proposed visual aid.
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1 Introduction

Two or three out of every thousand children in the USA are born with a hearing
loss in one or both ears (Vohr, 2003) and there are millions in the world who have
different degree of hearing loss from mild to profound category, which may affect their
performance in day to day living situations (Kacker and Sharma, 2004). Generally,
hearing loss greater than 40 decibels (dB) in adults and 30 dB in children, in the
better hearing ear, is considered as disabling hearing loss. According to World Health
Organization (WHO), about 5% of the world’s total population suffer from hearing loss;
a significant majority of them live in developing nations. Moreover, one third of people
over the age of 65 years, especially from South Asia, Asia Pacific and Sub-Saharan
Africa are affected by disabling hearing loss (WHO, 2015).

Hearing loss is conventionally categorised based on which part of the auditory
system is damaged. The three basic types of hearing loss are:

a conductive

b sensorineural

c mixed hearing loss.

Cochlear implants, hearing assistive technologies, audiologic rehabilitation, hearing aids,
etc., are some means that help in integrating people with hearing impairment into
society (ASHA, 2003). Cochlear implants are electronic devices that are surgically
inserted to provide a heightened sense of sound for people suffering from sensorineural
hearing loss, however this does not help restore normal hearing; subsequently people
with cochlear implants have to depend on some form of external aid. Any assistive
technology (for example personal FM systems, TV listening devices, or ability to lip
read) become a dire necessity. Lip reading, also known as speech-reading allows access
to speech audio through visual reading of the movement of the lips, face and tongue
in the absence of audible sound. Lip reading is more effective when it also makes
use of the information associated with the context of the speech, the knowledge of
the language (Wikipedia, 2003). Hearing impairment can prove to be a major handicap
especially when a person wishes to understand a video lecture (popularised by online
courses) while viewing it. Although guidelines have been laid out to make internet
content accessible to the disabled (CVVA, 2012; Aas, 2012), the mandates are mostly
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applicable to Government websites; leaving room to address accessibility issues in
non-Government internet content as well as non-public-non-internet content.

With increasing digitisation, massive open online courses (MOOCs) have become
very popular (Abeer and Miri, 2014) and with these learning has primarily turned
into one of learning from video lectures (Ronchetti, 2010). While this has brought
in a paradigm shift from classroom learning, it has made it difficult for the hearing
impaired because the audio content of the videos are not accessible for the hearing
impaired.

Subtitling or closed captioning is by and large the most widely used tool to represent
audio to a person with hearing loss especially in the television broadcasting. In closed
captioning, the text corresponding to the audio being spoken in the video appears time
synchronised and superimposed on the video. A person with hearing impairment can
access what is being spoken in a video by reading the text. While subtitling is mandated
in several countries, for example, CVVA (2012) and Aas (2012), unfortunately in most
developing countries, like India, this is not mandated and as a result, text subtitles are
not always readily available for most of the videos.

While manual generation of subtitles (text corresponding to the audio plus alignment
with the audio) is a long drawn, labourious and an expensive process (Wikipedia,
2004), an alternative is to automatically generate text using a large vocabulary automatic
speech recognition (ASR) engine. While there have been huge strides in the area
of speech recognition, especially with the introduction of deep learning (Deng and
Yu, 2014; Weng et al., 2014) the development has been essentially for resource
rich languages like English (Kopparapu, 2014). However, non-availability of good
ASR engines for resource deficient languages (Ahmed and Kopparapu, 2012) hinders
automatic generation of accurate subtitles, additionally, generating subtitles in the script
of the spoken language is yet another impediment without the availability of a robust
and extensive sound-glyph parallel corpus (Bhat and Kopparapu, 2014). IBM’s Say It,
Sign It (SiSi) converts audio into sign language instead of text. Like subtitling, SiSi uses
speech recognition to convert the spoken speech into text; the text is used to animate
an avatar which signs in British Sign Language (IBM, 2007). The performance of SiSi
largely depends on the accuracy of recognition of audio.

Extensive literature exists which discusses synthesising lip movement from either
speech audio or from text. In Benôıt and Goff (1998), authors discuss several techniques
for developing a visual speech synthesiser for French language including the use of
2D and 3D parametric models which cover the main components of a human face.
The lip movement sequence is generated from the audio using hidden Markov models
in Yamamoto et al. (1998); however the accuracy of the constructed lip movement
sequence relies heavily on the underlying ASR which is not yet mature for resource
deficient languages like Hindi and other Indian languages. In Lewis and Parke (1986),
authors discuss the lip-sync synthesis for character animation using a parametric model
for the human face. Yet another technique called ‘Video Rewrite’, uses existing video
footage to automatically create a new video of a person mouthing words that she did
not speak in the original footage (Bregler et al., 1997). This technique is of use only
when there is large amount of video footage, concentrating on the face of a single
speaker (like a news reader). In Massaro et al. (2007), authors outline a method of
modelling speech distinctions within computer-animated talking heads that utilise the
manipulation of speech production articulators for selected speech segments. In Hoon
et al. (2015), a usable, automated digital speech system for lip-sync animation was
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developed. Synchronisation tricks were used to improve accuracy and create realistic
visual impression.

Similar to what we propose in this paper, some methods have been proposed in
literature, which try to overcome the inaccuracies of an ASR engine. For example,
Lavagetto (1995) discusses the possibility of making use of graphic animation of
telephonic speech for easing telephonic communication for the hearing impaired. Also,
Rathinavelu et al. (2006) is directed towards building a tool for hearing impaired,
wherein data for lip-sync model was collected from video image and magnetic resonance
imaging (MRI) techniques. The articulatory movements of the lip sync model were
presented along with virtual reality (VR) objects in an interactive multimedia (IMM)
interface. This IMM interface was used to teach small vocabulary to hearing impaired
(HI) children.

In this paper, an extension of Bhat et al. (2013a) with more granular details, we
propose a novel and usable visual subtitling technique to make the audio content of a
video accessible to the hearing impaired, which is the main contribution of this paper.
The essential idea is to convert the audio in a video into a phoneme sequence and
then display the corresponding viseme for the duration of the phoneme. The main
advantage of this process (phoneme to viseme) is that though the phoneme recognition
accuracy is poor, the confusing phonemes generally map into the same viseme, thereby
providing robustness. The robustness comes due to the fact that recognition accuracies
of audio, even for resource deficient languages is higher in viseme space than in the
phoneme space. The rest of the paper is organised as follows: we describe the process
of generation of viseme sequence for a given audio in Section 2 and describe the
experimental work and evaluation of the proposed tool in Section 3; we conclude in
Section 4.

2 Visual subtitling

Phoneme is the smallest unit of sound and any word we speak can be represented as a
sequence of concatenated phonemes. A viseme is the visual representation of a phoneme,
for example, Figure 1 shows the viseme corresponding to the phoneme /r/.

Figure 1 Viseme corresponding to the phoneme /r/ (see online version for colours)

For example the English word 'bucket' is spoken as a sequence of connected
phonemes, namely, /b/ /ah/ /k/ /ih/ /t/. The corresponding viseme sequence is shown
in Figure 2.

Visual subtitles are essentially a time sequence of visemes corresponding to and
in time synchronisation with the speech in a given video. Figure 3 captures the entire
process of constructing a viseme sequence of an audio signal for the utterance 'good
morning'.
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Figure 2 Viseme sequence corresponding to the word 'bucket' (≡ /b/ /ah/ /k/ /ih/ /t/)
(see online version for colours)

/b/ /ah/ /k/ /ih/ /t/
As seen in Figure 3, the audio track is extracted from the video. The phoneme
sequence is identified using a phone recognition engine (Young and Young, 1994). The
phone recognition engine not only identifies the phonemes in the audio stream but
also gives the duration (length) of each of the phoneme in the audio (see Table 1).
Using a phoneme to viseme look-up table (see Table 2 and Figure 4) and the duration
information for each phoneme, lip movement sequence is generated. This video of the
lip movement sequence, consisting of the visemes shown in Figure 4, is superimposed
onto the original video to be played along with it. The major steps in creating visual
subtitles for a given video are

1 process video to extract the audio

2 recognition phonemes in the audio to identify

• phoneme sequence

• phoneme duration

3 pick the viseme corresponding to the phoneme

4 build a natural viseme sequence or visual subtitles corresponding to the phoneme
sequence

5 superimpose this visual subtitles onto the original video.

We elaborate and delve into the details of the construction of lip movement sequence
in the following sections.

2.1 Video processing to extract audio

Video is processed to extract audio from the video by using a well known library called
ffmpeg (2016). Audio file to be recognised by the phoneme recogniser needs to meet
the requirement of the phoneme recognition engine in terms of the sampling rate and
format so as to be compatible with the training data used to build the acoustic models.
We make sure the audio is sampled at 16 kHz and is in wave format.
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Figure 3 Overview of visual subtitling (see online version for colours)

Source: The image shown is a snapshot from the video in Tekriwal (2013)

2.2 Phoneme recognition module

HTK 3.4 toolkit (Young et al., 2006), an ASR engine framework, was used for phoneme
recognition. The recogniser acoustic models were built by training the engine using
annotated Hindi data from 100 native speakers of Hindi; each of the speaker spoke 10
sentences each. In the phoneme recognition mode, the ASR is configured to recognise
the phoneme sequence in an utterance by using acoustic model score alone (no language
model was used). This makes it possible for cross language recognition and renders the
process fairly independent of language.

The output of the phone recogniser is the recognised phone and the duration of
the phone in msec (milli seconds). For example, the spoken utterance 'bucket' could
result in Table 1. This forms the input to the viseme synthesiser.

2.3 Lip movement sequence synthesis

By definition, a viseme is the visual equivalent of a phoneme in a spoken language,
hence a viseme can be considered to represent a phoneme or a group of phonemes in



Usable technology for the differently abled-hearing impairment 9

the visual domain. For example, the viseme 18 (Table 2) is common for the phonemes
/f/ and /v/ and similarly /k/ and /g/ have the same visual representation. We use the
standard set of 22 visemes (Aidreams, 2013) (also see Figure 4). Though the phoneme
accuracy of a phone recognition engine is poor, it is the many phonemes to one viseme
mapping, namely, several different phonemes mapped to the same viseme that makes
the process of visual subtitling robust.

We first created a mapping between the standard 22 visemes and the phonemes from
both Hindi and English language as shown in Table 2. The many to one mapping was
constructed so as to include both Hindi and English phonemes to be able to cater to
mixed language usage which is prominent in the Indian sub-continent (Bhuvanagiri and
Kopparapu, 2010). MPEG-4 facial animation parameters (FAP) for mouth and tongue
for a given viseme are sufficient to visualise the spoken phoneme completely (Pockaj
and Lavagetto, 2001) as seen in Figure 5.

Table 1 Output of a phoneme recogniser (for the spoken word 'bucket')

Phoneme Duration

/b/ t1
/ah/ t2
/k/ t3
/ih/ t4
/t/ t5

Table 2 Phoneme to viseme mapping

Viseme no. Phoneme

0 /sil/
1 /Ae/ /ax/ /ah/ /E/ /ae/ /EM/ /ai/ /a/ /aM/
2 /Aa/ /A/ /AM/
3 /ao/ /O/ /au/
4 /ey/ /eh/ /uh/ /e/ /eM/ /ey/
5 /er/ /axr/
6 /y/ /iy/ /ih/ /ix/ /i/ /I/ /IM/ /iM/
7 /w/ /uw/ /U/ /UM/ /ux/ /u/ /uh/
8 /ow/ /o/
9 /aw/
10 /oy/
11 /ay/
12 /h/
13 /r/
14 /l/ /el/
15 /s/ /z/
16 /sh/ /ch/ /jh/ /zh/ /j/ /S/
17 /th/ /dh/ /Th/ /Dh/
18 /f/ /v/
19 /d/ /t/ /n/ /ta/ /da/ /T/ /D/ /nn/ /N/ /nx/
20 /k/ /g/ /ng/ /eng/ / g̃n/ / j̃n/ /en/
21 /p/ /b/ /m/ /ph/ /mm/ /em/
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Figure 4 Complete list of visemes (see online version for colours)

Figure 5 A typical viseme and its corresponding MPEG-4 FAPs for mouth and tongue
(see online version for colours)

For each viseme there were in all 18 (x, y) coordinates corresponding to the lips
(2.2, 2.3, · · · 2.9 and 8.1, 8.2 · · · , 8.10 in Figure 5) and 4 points corresponding to the
tongue (6.1, 6.2, 6.3, 6.4 in Figure 5); so each viseme was represented by {(xi, yi)}22i=1

points.
The (x, y) coordinates of the viseme corresponding to the identified phoneme

(say /ah/) is selected and displayed for the corresponding duration namely, t2 msec
(see Table 1), before being replaced by the viseme corresponding to the next phoneme
namely, /k/. However this transition from one phoneme to the next produces a visible
distinct jump in the viseme sequence ( /ah/ → /k/). For continuous and smooth
visual transition from one viseme to another, it is necessary that the synthesised lip
movements be natural. For natural visualisation of the lip movement, transition between
two consequent visemes was smoothened using a linear interpolation technique.
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Let each viseme be represented by N = 22 FAPs. Let the coordinates for the first
viseme (V1) be

V1 = (x1
i , y

1
i ) for i = 1, 2, · · · , N

and the coordinates for the viseme following V1 (say V2) be represented as

V2 = (x2
i , y

2
i ) for i = 1, 2, · · · , N

We build L intermediate FAP states between V1 and V2 by way of smooth linear
interpolation, namely,

V j
1→2 = (1− cj) ∗ (V1) + cj ∗ (V2) where cj =

j

L
and j = 1, 2, · · ·L. (1)

Equation (1) generates L intermediate viseme coordinates which makes the visual
transition from V1 → V2 smooth and more natural. An example of the phoneme-viseme
chart for the speech utterance 'good morning' can be seen in Table 3.

Table 3 Phoneme-viseme chart for speech utterance 'good morning'

<phoneme-viseme>
<word#>good</word#>

<phoneme>/g/</phoneme>
<viseme>20</viseme>
<duration>12</duration>

<phoneme>/u/</phoneme>
<viseme>7</viseme>
<duration>20</duration>

<phoneme>/D/</phoneme>
<viseme>17</viseme>
<duration>10</duration>

<word#>morning</word#>
<phoneme>/m/</phoneme>

<viseme>21</viseme>
<duration>18</duration>

<phoneme>/O/</phoneme>
<viseme>3</viseme>
<duration>28</duration>

<phoneme>/n/</phoneme>
<viseme>19</viseme>
<duration>15</duration>

<phoneme>/i/</phoneme>
<viseme>6</viseme>
<duration>20</duration>

<phoneme>/ ñg/</phoneme>
<viseme>20</viseme>
<duration>12</duration>

</phoneme-viseme>
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2.4 Superimposing the visual subtitles into the original video

The visual subtitles or the lip movement sequence video thus generated was
superimposed onto the original video to create the visually subtitled video. The time
alignment of the visual subtitles to the original video was ensured by using the same
frame-rate for generation of visual subtitles as that of the original video. Figure 6
depicts the algorithm for lip movement sequence generation.

Figure 6 Algorithm for lip movement sequence generation (see online version for colours)

3 Experimental results and discussion

We describe in detail the experiments we conducted to verify the usability of the
proposed tool. Importantly, we conducted a number of experiments with participants
who were hearing impaired and really in need of such a tool.

3.1 Experimental setup

• Demography of the participants: We had a total of five participants (two males
and three females). The youngest participant was ten years old, while the oldest
participant was 22 years old. All of them were profoundly deaf with about only
5%–10% hearing left. All of them were attending or had attended mainstream
school; one of the participants was well versed in sign language All of them
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enjoyed watching videos on the Internet or television, but stated that they could
not watch much because not many videos had text subtitles. They also mentioned
that they required the assistance of an interpreter while watching some videos.

Note that, all the experimental analysis reported in this paper is based on the
response from these participants.

• Selection of videos: Videos were selected such that

a the audio component was predominantly speech (video tutorials)

b to include classroom lectures, dias conferences, etc., where the speaker’s
mouth is not always visible in the video.

We assume that the context is provided by the visuals in the video, thereby
assuming that a person with hearing loss could comprehend the spoken speech by
following just the lip movements. Several videos available on the internet were
selected and visual subtitles were generated (Bhat et al., 2013b) as described
earlier. A mix of English, Hindi and a few regional Indian language videos were
selected and visual subtitles generated (a snapshot of the video with FAP is
shown in Figure 8).

• Baseline establishment: This step is important to understand the speech or lip
reading capabilities of the participants. Evaluation results are reported for English
videos only, since the participants were trained in Indian English lip reading. The
participants were asked to lip read a video of ten naturally recorded sentences to
establish a baseline of the lip reading ability of the participants. Only the mouth
portion of the face was used in the baseline videos (see Figure 7, column 3). As
expected, each participant fared differently; and the participant with best lip
reading ability understood the baseline sentences with a word error rate (WER) of
4%, where WER is defined as

WER =

(
1− # of correctly recognised words

# of words present in the audio

)
× 100 (2)

• Types of videos: Five original videos were used to create eight different types of
subtitled videos as shown in Table 4. Context of what is being spoken can be
gathered from the video content. For example, the participant may lip read a word
as 'park' or 'bark' since both /p/ and /b/ have the same viseme. However, if
the video is showing a dog, the spoken word is most likely 'bark', the video
depicting a dog thus provides the context that will help in resolving between the
two choices 'park' and 'bark'.

• Viewing setup: The subtitled videos were played to the participants in a group.
The above mentioned videos were displayed to participants in random order to
avoid participant bias as well to enable us to understand the contribution of each
aspect such as context, type of visual subtitling (animated image, MPEG-4 FAP,
real image) and speed. Each participant was asked to write down what they
understood separately on a piece of paper without interacting with each other.
There were no playbacks done, each video was displayed only once.
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Table 4 Types of visual subtitled videos

S. no. Type (see Figure 7) Context Speed

1 Animated visemes No Original
2 Animated visemes Yes Original
3 Animated visemes No Half original speed
4 Animated visemes Yes Half original speed
5 MPEG-4 FAP No Original
6 MPEG-4 FAP Yes Original
7 MPEG-4 FAP No Half original speed
8 MPEG-4 FAP Yes Half original speed
9 Real image No Original
10 Real image Yes Original
11 Real image No Half original speed
12 Real image Yes Half original speed

Figure 7 A snapshot of the FAP (column 1), animated image (column 2) and real
image-based (column 3) visemes to represent viseme 4 and 16 (see online
version for colours)

Figure 8 Sample snapshot of a video with visual subtitle, (a) video frame where speaker is
visible (b) video frame where focus is not on the speaker (see online version
for colours)

Source: Tekriwal (2013)
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3.2 Evaluation

It is desirable to have a quantitative evaluation in terms of number of words correct
or WER (2). However, this requires extensive participation and several iterations for
the participants to be able to provide such a feedback. Hence, we restricted our study
to understand the value addition that the visual subtitles may provide to the hearing
impaired. Here we present a qualitative evaluation based on our observations.

The videos were shown in random order to avoid any bias. The participants’
understanding of the visual subtitles was evaluated based on WER (2). A qualitative
analysis was done based on the participant experience and feedback. Participant
feedback and our inferences are as below.

Observation 1: All the participants unanimously agreed that the visual subtitles
1, 3, 5, 7, 9 and 11, were difficult to understand and consequently they were unable to
identify most words.

These were visual subtitles where no video context was provided. Participants seem
to depend heavily on the context for lip reading.

Observation 2: Participants were unable to understand the audio content projected by
visual subtitles 1, 2, 3, 4 despite visual subtitles 2 and 4 providing video context.

These visual subtitles were created using animated visemes. There was no
natural or smooth transition between images which made the viewing experience
uncomfortable due to a jerky transition between visemes. Additionally, these
animated visemes correspond to American English phoneme-viseme mapping.
Contribution of variation in accents (wherein the participants are trained to lip read
Indian English and the visemes correspond to American English) played a role in
deteriorated understanding.An extensive analysis using an Indian and a Croatian
speaker (Bhat and Kopparapu, 2015), showed that participants trained to lip read
Indian English found it easier to understand the content (through lip reading) of an
Indian English speaker’s speech.

Observation 3: Participants’ experience of viewing visual subtitles 5, 6 was better in
terms of smooth transitioning of lip movements. However,they were unable to clearly
understand the words spoken. Providing the context and playing at half speed as done in
8 did help increase the understandability, wherein each participant recognised the words
drawing from their experience.

There was a strong correlation observed where the participant who fared well in the
baseline test, fared best here as well. Based on the confusions in words identified
by the participants, it was observed that tongue and teeth are essential cues for lip
reading. This was confirmed by the participants as well.

Observation 4: For visual subtitles 9, 10, 11, 12, participants were able to understand the
spoken words more clearly when the videos were played at half the speed and performed
better than all the eight different types of visual subtitles viewed earlier.

These were visual subtitles constructed using visemes from real images of an Indian
English speaker. These visual subtitle videos were jerky owing to the lack of
smooth transition between visemes.
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Based on the above observations, we can conclude that the key factors to increased
understanding would be

a constructing the visual subtitles using Indian English visemes,

b provide a smooth transition

c to ensure teeth and tongue for each viseme are visible

d provide video context.

Going forward we plan to include the FAPs for tongue (see Figure 5) and explore
mechanisms of extending FAPs to include teeth; the additional MPEG-4 FAP based
viseme sequence or lip movement sequence should enhance our visual subtitling tool
significantly.

4 Conclusions

With ease in digitisation, there has been an increase in the generation and distribution of
video data. While most of the video generated is for entertainment. There is a significant
increase in the amount of video data in the infotainment space. As a consequence, there
has been a spurt in the generation of video lectures mostly driven by MOOCs. The
availability of video lectures has brought in a paradigm shift from the conventional
classroom learning; however it has made it difficult for the hearing impaired because
most often, the audio that is a crucial aspect of these videos is not accessible.

Considering the limitations of the available tools for the hearing impaired in terms
of instruments that would make sounds audible like cochlear implants, hearing aids,
etc., assistive technologies such as lip reading play an important role in assimilation
of information. Though text subtitles and sign language gesture display can be thought
of as tools to make video accessible; manual generation of text subtitles is a tedious
task. Automatic generation of text subtitles and sign language gestures for a particular
language using ASRs, requires robust ASRs in that language, which in turn demands
a rich speech corpus. Such speech corpora are unavailable for most Indian languages.
Visual subtitles, as described in this paper, is essentially an automatic tool to make
videos accessible to the hearing impaired. The idea is to generate a lip movement
sequence corresponding to the audio track in a video and displaying visual subtitles
(as a picture in picture – see Figure 8) in the video. This will enable a person with
hearing impairment to comprehend the content of a video better. Additionally, lip
movements are loosely coupled to a language and can be generated with ease using
phoneme-viseme mapping as compared to text subtitles. Moreover, many phonemes to
one viseme mapping, namely, several different phonemes mapped to the same viseme
makes the visual subtitling robust. Given these advantages, automatic generation of
lip movement from audio emerges as an encouraging solution, especially for resource
deficient languages (most Indian languages).
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