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#### Abstract

Computing joint commands in real time by solving an inverse kinematic (IK) problem is an important manipulation task that is commonly encountered in agricultural operations such as fruit harvesting, disease detection and leaf sampling. To date, different numerical and analytical approaches have been proposed, and many of them are able to take constraints into account. In this study, a set of analytical algorithms is investigated to quickly solve the constrained five-degree-of-freedom inverse kinematic problem. The constraints due to actuator limitations and mechanical design of the mechanism are utilised in generating the solution sets for joint variables. Also a suboptimal solution for the inverse kinematic problem within this set is derived. The proposed methods are compared with a typical numerical solution based on non-linear constrained optimisation. It is shown that the proposed analytical and suboptimal semi-analytical solutions can be found in a much quicker fashion as compared to the non-linear constrained optimisation approach. The algorithms are validated by the handling mechanism in a ground robot platform specifically designed to operate in strawberry orchards.
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## 1 Introduction

There is a growing interest in applying robotic and automation technologies to agriculture fields to reduce labour cost and enhance product quality (Schmoldt, 2012). Different types of robots have been developed to help or replace labour work in operations such as harvesting, yield prediction and weed control (Hajjaj and Sahari, 2014; Rodriguez et al., 2013; Cui et al., 2013; Defterli et al., 2016; Misaghi et al., 2004; Slaughter et al., 2008). Along with emerging ground and aerial agricultural robots, associated technologies have also advanced in the areas such as computer vision (Milella et al., 2006), guidance and control (Li et al., 2015; Wang, 2010), spectrum analyses (Wang et al., 2012), etc. Inverse kinematics (IK), an important technique in agriculture automation, is widely practiced at agricultural operations in orchards, e.g. fruit picking in harvesting robots (Van Henten et al., 2010).

An inverse kinematics problem is to find the joint commands for the end-effector to reach a desired position in the workspace of a robot. Such a problem is challenging for redundant robot manipulators, in which the number of joint variables is larger than the number of equations, considering computational cost, optimality and robustness. Many methods have been proposed to address inverse kinematic problems (Aristidou and Lasenby, 2009; Baerlocher, 2001), which can be broadly categorised into analytical methods, numerical methods and mesh-based methods.

Analytical solutions can be found for some manipulators (Gan et al., 2005; Ozgoren, 2013; Shimizu et al., 2008; Xu and She et al., 2014; Tolani et al., 2000). For example in Gan et al. (2005), an analytical solution is derived for a five-degree-of-freedom (DOF) manipulator via the Denavit-Hartenberg method. In Ozgoren (2013), two types of inverse kinematic problems, addressing position and velocity, respectively, have been solved analytically. An analytical approach is proposed for solving the inverse kinematic problem of a seven-DOF redundant manipulator (Shimizu et al., 2008), in which joint constraints are considered. In general, analytical approaches have less computational cost and are reliable; however only simple manipulators could have analytical solutions, most of which are not optimal (Waldron and Schimiedeler, 2008).

Numerical methods are developed for solving inverse kinematic problems in most manipulators (Chirikjian, 1993). First, the Jacobian-based method (David and Schrader, 1984) and its variations such as the Jacobian transpose (Maciejewski and Klein, 1985), pseudo-inverse (Balestrino et al., 1984), damped least squares (Nakamura and Hanafusa, 1986) and selectively damped least squares (Buss and Kim, 2005) have been extensively studied. However, sometimes the Jacobian-based methods have singularity issues. Second, inverse kinematic problems have been formulated as a feedback control problem, and the Lyapunov theorem has been used to prove stability (Sciavicco and Siciliano,

1988; Colome and Torras, 2015; Novakovic and Nemec, 1990; Falco and Natale, 2011), as in Novakovic and Nemec (1990), where a sliding mode control method is proposed. It is claimed that no Jacobian matrix is needed and therefore singularities are avoided. Third, a more general approach in solving inverse kinematic problems, particularly constrained ones, is to formulate them as non-linear constrained optimisation problems (Chirikjian, 1993; Jin et al., 2006; Mitsi et al., 1995; Manocha and Canny, 1994). Additionally, evolutionary algorithms (Tabandeh et al., 2006; Nearchou, 1998) and neural network methods (Bingul et al., 2005; Duka, 2014; Hasan et al., 2011) have been used in solving inverse kinematic problems. Numerical approaches can be applied to any kind of inverse kinematic problems; however, in general the computational cost is high and whether or not a solution can be found is not guaranteed.

There are also a few papers investigating mesh-based strategies for solving inverse kinematic problems (Sumner et al., 2005; Tarokh and Kim, 2007). For example, in Tarokh and Kim (2007), inverse solutions for different decomposed cells are tabulated, and the joint command is directly read from the table based on the corresponding index. This approach requires a prior knowledge about the workspace and a large number of solutions (that can be interpolated) available beforehand.

In this paper, the constrained 5-DOF inverse kinematic problem of a handling mechanism is studied for an agricultural robot specifically designed for strawberry fields (Xu and Ehsani et al., 2014). The mechanism consists of a 3-DOF XYZ table and a 3DOF robotic arm that is serially connected by revolute joints. Typically a strawberry plant in commercial fields has a sphere like shape when it is fully grown. In inverse kinematics calculations, this characteristic of the plant aids to set certain bound values for the locations of diseased leaves in an approximated sphere volume.

The advantages of the proposed methods, as compared with a typical non-linear constrained optimisation solution (NCOS), are summarised here:
1 The computational cost of the new methods is small and can be used in real time

## 2 An optimal solution within the defined solution set is found.

For a typical NCOS, local minima are often found depending on the quality of the initial guess. Therefore, the solution found in proposed methods can be used as the initial guess for the NCOS to converge quicker.

The paper is organised as follows. First, the kinematic relationships (i.e. mechanism constants, joint variables and body reference frames) are described for the handling mechanism of an agricultural ground robot (AGR) in Section 2 and the forward kinematic equations are discussed. For the end-effector to reach a certain 3D coordinate, the joint variables of the handling mechanism are found by utilising different methods. To this purpose, the analytical and semi-analytical suboptimal solution methods are derived based on the mechanism constraints and geometric information in Section 3. Then simulation and experiment results are shown in Sections 4 and 5, and their performances are compared with that of the NCOS. Conclusions are given in Section 6.

## 2 Problem definition

The agricultural-robot-handling mechanism is composed of a 3-DOF XYZ table and a 3-DOF manipulator arm as illustrated in Figure 1. The three translational variables of the XYZ table are denoted by $s_{10}, s_{21}$ and $s_{32}$. The three rotational variables of the manipulator
arm are represented by $\theta, \beta$ and $\psi$. Joints $A, B$ and $C$ are representing the prismatic or translational joints, while $D, E$ and $F$ are representing the revolute or rotational joints along the $y, x$ and $z$ axes, respectively. $\Psi_{0}$ is the fixed frame of the mechanism, while $\mp_{1}$, $\mp_{2}$ and $\mp_{3}$ are the rotating body frames attached at points $D, E$ and $F$, respectively.

Figure 1 Sketch of the ground robot, strawberry bed (green volume) and handling mechanism including links, joints and reference frames (see online version for colours)


The position vector of the end-effector tip point $P$ with respect to the origin $O$ of the fixed frame $\mathrm{F}_{0}, \bar{r}_{P / O}^{(0)}$, is

$$
\begin{align*}
\bar{r}_{P / O}^{(0)}= & \bar{r}_{A / O}^{(0)}+\bar{r}_{B / A}^{(0)}+\bar{r}_{C / B}^{(0)}+\bar{r}_{D / C}^{(0)}+\hat{R}_{y}^{(0,1)}(\theta) \bar{r}_{E / D}^{(1)}  \tag{1}\\
& +\hat{R}_{y}^{(0,1)}(\theta) \hat{R}_{x}^{(1,2)}(\beta) \bar{r}_{F / E}^{(2)}+\hat{R}_{y}^{(0,1)}(\theta) \hat{R}_{x}^{(1,2)}(\beta) \hat{R}_{z}^{(2,3)}(\psi) \bar{r}_{P / F}^{(3)}
\end{align*}
$$

where $\hat{R}_{i}^{(a, b)}(\sigma)$ indicates the rotation matrix about the $i^{\text {th }}$ axis with angle $\sigma$ from frame $\mathrm{F}_{\mathrm{b}}$ to frame $\mathrm{F}_{\mathrm{a}}$, and $\bar{r}_{I / J}^{(k)}$ represents the position vector from point $I$ to point $J$ in frame, $\mathrm{F}_{\mathrm{k}}$, coordinates.

The scalar form of the tip point, $\bar{r}_{P / O}^{(0)}=\left[x_{P / O}, y_{P / O}, z_{P / O}\right]^{T}$ is derived as:

$$
\begin{align*}
& x_{P / O}=s_{21}+d_{x}-\left(l_{2}+l_{3} \cos \beta\right) \sin \theta  \tag{2}\\
& y_{P / O}=s_{10}+l_{1}-d_{y}+l_{3} \sin \beta \tag{3}
\end{align*}
$$

and

$$
\begin{equation*}
z_{P / O}=-s_{32}+d_{z}-\left(l_{2}+l_{3} \cos \beta\right) \cos \theta \tag{4}
\end{equation*}
$$

Here $l_{1}$ and $l_{2}$ refer to the length of links $|D C|$ and $|D E|$, respectively, and $l_{3}$ represents the total length of the link $|E F+P F|$, for simplicity. $d_{x}, d_{y}$ and $d_{z}$ are constant offsets in the handling mechanism.

Based on (2)-(4), five joint variables $\left\{s_{10}, s_{21}, s_{32}, \theta, \beta\right\}$ need to be solved in the inverse kinematic problem so that the tip point can reach the diseased leaf. The $\psi$ angle
has no effect on the position of tip point; however, it will affect the alignment of the endeffector (containing a cutter and a holder) and how the tip point touches the diseased leaf. Thus, the inverse kinematic problem modelled here is a 5-DOF problem.

The inverse kinematic problem is defined as: solve for $\left\{s_{10}, s_{21}, s_{32}, \theta, \beta\right\}$ such that the tip point position $\left[x_{P / O}, y_{P / O}, z_{P / O}\right]^{T}$ calculated using (2)-(4) matches the target diseased leaf position $T\left(x_{T}, y_{T}, z_{T}\right)$, considering the following constraints: $s_{10} \in\left[s_{10, \text { min }}, s_{10, \text { max }}\right], \quad s_{21} \in\left[s_{21, \text { min }}, s_{21, \text { max }}\right], \quad s_{32} \in\left[s_{32, \text { min }}, s_{32, \text { max }}\right], \quad \beta \in\left[\beta_{\text {min }}, \beta_{\text {max }}\right]$ and $\theta \in\left[\theta_{\min }, \theta_{\max }\right]$.

## 3 Analytical and suboptimal semi-analytical solutions

In this section, a set of analytical solutions (AS) is derived for the inverse kinematic problem defined in Section 2. Within this set, a suboptimal semi-analytical solution (SSAS) is further derived. Additionally, a non-linear constrained optimisation algorithm, widely used in solving inverse kinematic problems, is presented for comparison.

### 3.1 Analytical solution

The inverse kinematic problem is solved for the following scenario. The volume of a fully grown plant is assumed to be encircled by a sphere. Its top view is shown with a radius of $R$ and a centre point $C\left(x_{C}, y_{C}\right)$ in Figure 2.

Figure 2 Circular area covered by a strawberry plant (see online version for colours)


By inserting the minimum and maximum values of the joint variables $\left\{s_{10}, s_{21}, s_{32}, \theta, \beta\right\}$ into the forward kinematics (2)-(4), the target point $T\left(x_{T}, y_{T}, z_{T}\right)$ in frame $\mathrm{F}_{0}$ should be within the limits calculated by

$$
\begin{equation*}
x_{\min }=s_{21, \min }+d_{x}-\left(l_{2}+l_{3} \cos \beta_{\min }\right) \sin \theta_{\max } \tag{5}
\end{equation*}
$$

$$
\begin{align*}
& x_{\max }=s_{21, \max }+d_{x}-\left(l_{2}+l_{3} \cos \beta_{\max }\right) \sin \theta_{\min }  \tag{6}\\
& y_{\min }=s_{10, \min }+l_{1}-d_{y}+l_{3} \sin \beta_{\min }  \tag{7}\\
& y_{\max }=s_{10, \max }+l_{1}-d_{y}+l_{3} \sin \beta_{\max }  \tag{8}\\
& z_{\min }=-s_{32, \min }+d_{z}-\left(l_{2}+l_{3} \cos \beta_{\min }\right) \cos \theta_{\min } \tag{9}
\end{align*}
$$

and

$$
\begin{equation*}
z_{\max }=-s_{32, \text { max }}+d_{z}-\left(l_{2}+l_{3} \cos \beta_{\max }\right) \cos \theta_{\max } \tag{10}
\end{equation*}
$$

There is no solution if the target point $T\left(x_{T}, y_{T}, z_{T}\right)$ is not within the ranges as defined in (5)-(10). In this case, the ground robot should adjust its translation and orientation, so that the target diseased leaf can be in the range.

Based on (3), target coordinates $T\left(x_{T}, y_{T}, z_{T}\right)$ and the range of $\beta \in\left[\beta_{\min }, \beta_{\max }\right]$, the first set for $s_{10}$ is limited by the set $S_{s_{10}}^{(1)}$ as

$$
\begin{equation*}
S_{s_{10}}^{(1)}:\left[y_{T}-l_{3} \sin \beta_{\max }-l_{1}+d_{y}, y_{T}-l_{3} \sin \beta_{\min }-l_{1}+d_{y}\right] \tag{11}
\end{equation*}
$$

In addition, $s_{10}$ should satisfy its upper and lower bounds, which is the second set $S_{s_{10}}^{(2)}:\left[s_{10, \text { min }}, s_{10, \text { max }}\right]$. Therefore, $s_{10}^{*}$ should be selected from the intersection set $S_{s_{10}}$ as

$$
\begin{equation*}
S_{s_{10}}=S_{s_{10}}^{(1)} \cap S_{s_{10}}^{(2)} \tag{12}
\end{equation*}
$$

Once $s_{10}^{*} \in S_{s_{10}}$ is selected, $\beta^{*}$ is calculated based on (3) as

$$
\begin{equation*}
\beta^{*}=\sin ^{-1}\left[\left(y_{T}-s_{10}^{*}-l_{1}+d_{y}\right) / l_{3}\right] \tag{13}
\end{equation*}
$$

Since the range of $\beta$ is already considered in generating the set for $s_{10}^{*}, \beta^{*}$ calculated via (13) is already within its limit.

Based on (2), the value of $\theta$ is limited by the first set $S_{\theta}^{(1)}$ as

$$
\begin{equation*}
S_{\theta}^{(1)}:\left[\sin ^{-1}\left(\frac{x_{T}-s_{21, \text { min }}-d_{x}}{-l_{2}-l_{3} \cos \beta^{*}}\right), \sin ^{-1}\left(\frac{x_{T}-s_{21, \text { max }}-d_{x}}{-l_{2}-l_{3} \cos \beta^{*}}\right)\right] \tag{14}
\end{equation*}
$$

In addition to that, based on (4), the value of $\theta$ is limited by the second set $S_{\theta}^{(2)}$ as

$$
\begin{equation*}
S_{\theta}^{(2)}:\left[\cos ^{-1}\left(\frac{z_{T}+s_{32, \text { min }}-d_{z}}{-l_{2}-l_{3} \cos \beta^{*}}\right), \cos ^{-1}\left(\frac{z_{T}+s_{32, \text { max }}-d_{z}}{-l_{2}-l_{3} \cos \beta^{*}}\right)\right] \tag{15}
\end{equation*}
$$

Furthermore, $\theta$ is constrained by its motion capability due to the power restrictions of the motors $\theta \in S_{\theta}^{(3)}:\left[\theta_{\min }, \theta_{\max }\right]$. Therefore, $\theta^{*}$ is chosen from the intersection set $\theta^{*} \in S_{\theta}$ formed by

$$
\begin{equation*}
S_{\theta}=S_{\theta}^{(1)} \cap S_{\theta}^{(2)} \cap S_{\theta}^{(3)} \tag{16}
\end{equation*}
$$

After $s_{10}^{*}, \beta^{*}$ and $\theta^{*}$ are selected and inserted in (2) and (4), $s_{21}^{*}$ and $s_{32}^{*}$ are then calculated by

$$
\begin{equation*}
s_{21}^{*}=x_{T}-d_{x}+\left(l_{2}+l_{3} \cos \beta^{*}\right) \sin \theta^{*} \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
s_{32}^{*}=-z_{T}-d_{z}-\left(l_{2}+l_{3} \cos \beta^{*}\right) \cos \theta^{*} \tag{18}
\end{equation*}
$$

respectively.
Remark 1: There are many solutions depending on the selection of $s_{10}^{*}$. One approach is to select the middle point of the set $S_{s_{10}}$ as $s_{10}^{*}$.

Remark 2: There are also many solutions in this algorithm depending on the selection of $\theta^{*}$ within set $S_{\theta}$. For example, the minimum absolute value of the intersection set $S_{\theta}$ can be selected as $\theta^{*}$ to maximise the value of $\cos \theta^{*}$. A larger value of $\cos \theta^{*}$ in (18) will increase the possibility that the calculated $s_{32}^{*}$ does not exceed its geometric limits while reaching the target coordinate $z_{T}$.

The algorithm for finding the analytical solutions is listed in Table 1 as Algorithm 1. It is worth noting that
1 the mechanism always goes to its reset position and orientation (i.e. the original pose) after a picking task is finished
2 the motion sequence of the handling mechanism to reach the target coordinates must be performed to avoid collision between the arm and the plant canopy, as in the following remark.

Table 1 Algorithm 1 analytical solution
Step 0: Get the target coordinate.
Step 1: Check whether the target point is inside of the solution limits using (5)-(10). If this condition is not satisfied, there is no inverse kinematics solution.
Step 2: $\quad$ Create the intersection set $S_{s_{10}}$ for $s_{10}^{*}$ using (12).
Step 3: Compute $\beta^{*}$ value using (13).
Step 4: $\quad$ Create the intersection set $S_{\theta}$ for $\theta^{*}$ using (16).
Step 5: $\quad$ Calculate the $s_{21}^{*}$ and $s_{32}^{*}$ values using (17) and (18).
Step 6: Implement the joint commands following the Command Sequence
Step 7: Once the task is accomplished, the arm will go back to its reset position (i.e. $s_{10}=s_{10, \text { min }}, s_{21}=s_{21, \text { min }}, s_{32}=s_{32, \text { min }}, \theta=0^{\circ}$ and $\beta=0^{\circ}$ ).

Remark 3: (The Command Sequence): Open the end-effector, translate along the $z$-axis by $s_{32}^{*}+h_{\text {extra }}$, translate along the $y$-axis by $s_{10}^{*}$, translate along the $x$-axis by $s_{21}^{*}$, rotate about the $y$-axis by $\theta^{*}$, rotate about the $x$-axis by $\beta^{*}$, rotate about $z$-axis by $\psi^{*}$ and,
lastly, translate along the $z$-axis by $h_{\text {extra }}$ to end at $s_{32}^{*}$. After the commands are executed the end-effector is closed. Please note that $h_{\text {extra }}$ is added in the $z$-axis translation at the beginning, so the arm can get a larger free space at the top of plants to prevent touching the canopy while adjusting its pose.

### 3.2 Suboptimal semi-analytical solution

In the previous section, a set of analytical algorithms is studied and a specific inverse kinematics solution in this set is derived, which depends on how $s_{10}^{*}$ and $\theta^{*}$ are selected.

In this section, the minimum energy solution in the algorithm set is derived. The performance index $J_{\text {total }}$ is defined as $J_{\text {totol }}=J_{\text {pot }}+J_{\text {fric }}$, where $J_{\text {total }}, J_{\text {pot }}$ and $J_{\text {fric }}$ are the total energy required, the potential energy change and the frictional energy loss, respectively.

Figure 3 illustrates how the potential energy changes before and after the manipulator arm accomplishes the translational and rotational commands. $s_{32, i n}$ and $s_{32, f}$ are the initial and the final translations along the $z$-axis, respectively.

Figure 3 Posture change of the arm when it reaches a certain target (see online version for colours)


Based on Figure 3, the initial potential energy of the arm is

$$
\begin{equation*}
P E_{\text {in }}=m_{2} g\left(h_{\text {robot }}-s_{32, \text { in }}-l_{2} / 2\right)+m_{3} g\left(h_{\text {robot }}-s_{32, \text { in }}-l_{2}-l_{3} / 2\right) \tag{19}
\end{equation*}
$$

and the final potential energy is
$P E_{f}=m_{2} g\left(h_{\text {robot }}-s_{32, f}-0.5 l_{2} \cos \theta\right)+m_{3} g\left(h_{\text {robot }}-s_{32, f}-\left(l_{2}+0.5 l_{3} \cos \beta\right) \cos \theta\right)$
where $m_{2}$ and $m_{3}$ are the masses of the links $D E$ and $E F+F P$, respectively. Then, the potential energy change is

$$
\begin{align*}
J_{\mathrm{pot}}=P E_{f}-P E_{\mathrm{in}}= & \left(m_{2}+m_{3}\right) g\left(s_{32, \text { in }}-s_{32, f}\right)+\left(m_{2} / 2+m_{3}\right) g l_{2}(1-\cos \theta) \\
& +m_{3} g l_{2} /(2(1-\cos \beta \cos \theta)) \tag{21}
\end{align*}
$$

The friction on the revolute joints of the manipulator arm is neglected and the friction loss due to the translational motion of the XYZ table is calculated as

$$
\begin{equation*}
J_{\text {fric }}=\mu W\left[\left(s_{10, f}-s_{10, \text { in }}\right)+\left(s_{21, f}-s_{21, \text { in }}\right)+\left(s_{32, f}-s_{32, \text { in }}\right)\right] \tag{22}
\end{equation*}
$$

Here $\mu$ is the friction coefficient between the sliders and the sliding axes along the $x, y$ and $z$ axes. $W$ is the total resultant weight of the mechanism. The initial position of the sliders are represented as $s_{10 \text {,in }}, s_{21 \text {,in }}$ and $s_{32 \text {, in }}$, respectively. When the mechanism is commanded to reach the target coordinate, it moves as $s_{10, f} \geq s_{10, \text { in }}, s_{21, f} \geq s_{21, \text { in }}$ and $s_{32, f} \geq s_{32 \text {,in }}$. Thus, $J_{\text {fric }} \geq 0$.

The minimum energy solution happens when

$$
\begin{equation*}
\frac{\partial J_{\text {total }}}{\partial s_{10}}=\frac{\partial J_{\text {pot }}}{\partial s_{10}}+\frac{\partial J_{\text {fric }}}{\partial s_{10}}=0 \tag{23}
\end{equation*}
$$

where the partial derivatives $\frac{\partial J_{\mathrm{pot}}}{\partial s_{10}}$ and $\frac{\partial J_{\text {fric }}}{\partial s_{10}}$ are derived as

$$
\begin{align*}
\frac{\partial J_{\mathrm{pot}}}{\partial s_{10}}= & -\left[m_{2}\left(l_{2} / 2+l_{3} \cos \beta\right) g \sin \theta\right] \frac{\partial \theta}{\partial \beta} \frac{\partial \beta}{\partial s_{10}}-\left[\left(m_{3} l_{3} g \cos \beta \sin \theta\right) / 2\right] \frac{\partial \theta}{\partial \beta} \frac{\partial \beta}{\partial s_{10}}  \tag{24}\\
& +\left[\left(-m_{2}-m_{3} / 2\right) l_{3} g \sin \beta \cos \theta\right] \frac{\partial \beta}{\partial s_{10}}
\end{align*}
$$

and

$$
\begin{align*}
\frac{\partial J_{\text {fric }}}{\partial s_{10}} & =\left[\mu W\left(l_{2}+l_{3} \cos \beta\right)(\cos \theta+\sin \theta)\right] \frac{\partial \theta}{\partial \beta} \frac{\partial \beta}{\partial s_{10}} \\
& +\left[\mu W l_{3} \sin \beta(\cos \theta-\sin \theta)\right] \frac{\partial \beta}{\partial s_{10}}+[\mu W] \tag{25}
\end{align*}
$$

where $\frac{\partial \beta}{\partial s_{10}}$ can be derived from (3) as

$$
\begin{equation*}
\frac{\partial \beta}{\partial s_{10}}=\left[-1 / \sqrt{l_{3}^{2}-\left(y_{T}-s_{10}-l_{2}+d_{y}\right)^{2}}\right] \tag{26}
\end{equation*}
$$

There are two possible solutions of $\theta$ depending on which of the two sets $S_{\theta}^{(1)}$ and $S_{\theta}^{(2)}$ has the higher minimum bound. Therefore the calculation of $\partial \theta / \partial \beta$ should also consider these two cases.

Case 1: For set $S_{\theta}^{(1)}, \partial \theta / \partial \beta$ is derived as

$$
\begin{equation*}
\frac{\partial \theta}{\partial \beta}=\frac{\partial}{\partial \beta}\left[\sin ^{-1}\left(\frac{x_{T}-s_{21, \min }-d_{x}}{-l_{2}-l_{3} \cos \beta}\right)\right]=\frac{\partial g_{1}}{\partial h_{1}} \frac{\partial h_{1}}{\partial f} \frac{\partial f}{\partial \beta} \tag{27}
\end{equation*}
$$

in which $f(\beta) \triangleq \cos \beta, h_{1}(f) \triangleq\left(x_{T}-s_{21, \text { min }}-d_{x}\right) /\left(-l_{2}-l_{3} f\right)$ and $g_{1}\left(h_{1}\right) \triangleq \sin ^{-1}\left(h_{1}\right)$.

Case 2: For set $S_{\theta}^{(2)}, \partial \theta / \partial \beta$ is derived as

$$
\begin{equation*}
\frac{\partial \theta}{\partial \beta}=\frac{\partial}{\partial \beta}\left[\cos ^{-1}\left(\frac{z_{T}+s_{32, \min }-d_{z}}{-l_{2}-l_{3} \cos \beta}\right)\right]=\frac{\partial g_{2}}{\partial h_{2}} \frac{\partial h_{2}}{\partial f} \frac{\partial f}{\partial \beta} \tag{28}
\end{equation*}
$$

in which $h_{2}(f) \triangleq\left(z_{T}+s_{32, \text { min }}-d_{z}\right) /\left(-l_{2}-l_{3} f\right)$ and $g_{2}\left(h_{2}\right) \triangleq \cos ^{-1}\left(h_{2}\right)$.
After comparing the values of $\partial \theta / \partial \beta$ in (27) and (28), the lowest value of $\partial \theta / \partial \beta$ is chosen to be implemented.
$\mathbf{P 1}$ : A non-linear constrained optimisation problem is formulated to be solved for $s_{10}^{*}$ in order to achieve $\partial J_{\text {total }} /\left.\partial s_{10}\right|_{s_{10}=s_{10}}=0$. The "fmincon" function in MATLAB ${ }^{\circledR}$ is used as the numerical solver. The performance index is

$$
\begin{equation*}
J=\left|\partial J_{\text {total }} / \partial s_{10}\right| \tag{29}
\end{equation*}
$$

which is subjected to the boundary constraint of $s_{10}^{*} \in\left[s_{10, \text { min }}, s_{10, \text { max }}\right]$. In addition, the following inequality and equality constraints are implemented to avoid any singularities that may arise from the $\sin ^{-1}, \cos ^{-1}$ and square root functions in (14), (15) and (26). The conditions

$$
\begin{align*}
& {\left[\left(l_{2}+l_{3} \cos \beta\right)(\cos \theta+\sin \theta)\right] \frac{\partial \theta}{\partial \beta} \frac{\partial \beta}{\partial s_{10}}+\left[l_{3} \sin \beta(\cos \theta-\sin \theta)\right] \frac{\partial \beta}{\partial s_{10}}+1=0}  \tag{30}\\
& y_{T}-s_{10}-l_{2}+d_{y}-l_{3}<0  \tag{31}\\
& -y_{T}+s_{10}+l_{2}-d_{y}-l_{3}<0  \tag{32}\\
& -x_{T}+s_{21, \min }+d_{x}-l_{2}-l_{3} \cos \beta<0  \tag{33}\\
& x_{T}-s_{21, \min }-d_{x}-l_{2}-l_{3} \cos \beta<0  \tag{34}\\
& z_{T}+s_{32, \min }-d_{z}-l_{2}-l_{3} \cos \beta<0 \tag{35}
\end{align*}
$$

and

$$
\begin{equation*}
-z_{T}-s_{32, \min }+d_{z}-l_{2}-l_{3} \cos \beta<0 \tag{36}
\end{equation*}
$$

Here, $\beta, \theta, \partial \theta / \partial \beta$ and $\partial \beta / \partial s_{10}$ are functions of $s_{10}$.
The semi-analytical suboptimal algorithm is shown in Table 2 as Algorithm 2.
Table 2 Algorithm 2 Suboptimal semi-analytical solution
Step 0: Get the target coordinates.
Step 1: Check whether or not the target point is inside of the solution limits using (5)(10). If this condition is not satisfied, there is no solution.

Step 2: $\quad$ Solve problem P1 for $s_{10}^{*}$ satisfying all the constraints defined in (30)-(36) value. The following initial conditions are set: $s_{10}=s_{10, \text { min }}, s_{21}=s_{21, \text { min }}, s_{32}=s_{32, \text { min }}$, $\theta=0^{\circ}$ and $\beta=0^{\circ}$.
Step 3: Continue with Steps 3-7 in Algorithm 1.

Remark 4: The minimisation problem P1 is solved by considering the variation of $s_{10}$ only. However, as mentioned in Remark 2, a specific solution within the algorithm set is also dependent on how $\theta$ is chosen in its set $S_{\theta}$. In the minimum energy solution proposed here, the $\theta^{*}$ value in the set $S_{\theta}$ is selected as mentioned in Remark 2. Therefore the solution is suboptimal.

Remark 5: In addition to the analytical solution steps, a numerical scheme is used to solve P1. Therefore the solution method is semi-analytical.

### 3.3 Non-linear constrained optimisation solution

A NCOS is briefly listed as a typical numerical approach for solving the inverse kinematic problem. The performance of the NCOS is compared with the algorithms proposed in this study.

P2: The objective function here is stated in (37). The "fmincon" function in MATLAB $^{\circledR}$ is used as the solver. $s_{10}=s_{10, \text { min }}, s_{21}=s_{21, \text { min }}, s_{32}=s_{32, \text { min }}, \theta=0^{\circ}$ and $\beta=0^{\circ}$ are used as the initial guesses.

$$
\begin{equation*}
J=J_{p o t}+J_{\text {fric }} \tag{37}
\end{equation*}
$$

In $\mathbf{P 2}$, the minimum energy problem is subjected to the non-linear equality constraints in order to satisfy the forward kinematics equations stated in (2)-(4). The inequality constraints are due to the upper and the lower bounds of each joint variable and are given as $s_{10}^{*} \in\left[s_{10 \text {,min }}, s_{10, \text { max }}\right], s_{21}^{*} \in\left[s_{21, \text { min }}, s_{21 \text {,max }}\right], s_{32}^{*} \in\left[s_{32, \text { min }}, s_{32, \text { max }}\right], \theta^{*} \in\left[\theta_{\text {min }}, \theta_{\text {max }}\right]$ and $\beta^{*} \in\left[\beta_{\min }, \beta_{\max }\right]$.

Remark 6: Although a numerical scheme is used to solve $\partial J_{\text {total }} /\left.\partial s_{10}\right|_{s_{10}=s_{10}^{*}}=0$ in the SSAS, its computation cost is still smaller than that of the NCOS, as to be shown in the simulation and experiment sections.

## 4 Simulations

All three algorithms are run on the same computer with a 64-bit operating system, an Intel ${ }^{\circledR}$ Core ${ }^{\mathrm{TM}}$ i7 920 processor $(2.67 \mathrm{GHz})$ and 6 GB of RAM of using a 64bit operating system. All algorithms are executed in the MATLAB® R2009a.

Once the target point is entered into the AS, the SSAS and the NCOS algorithms, the joint variables are calculated, and the CPU time and their performance indices are recorded, as shown in Table 3.

Table 3 Performance indices and average CPU time of three methods

| Target Point in $F_{0}$ [mm] |  |  | Performance Index |  |  | CPU Time (s) |  |  | Performance <br> Index <br> Increasing w.r.t <br> NCOS (\%) |  | CPU Time <br> Reduction <br> w.r.t NCOS <br> (\%) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| x | y | z | NCOS | SSAS | AS | NCOS | SSAS | AS | SSAS | AS | SSAS | AS |
| 426 | 345 | -331.6 | 5950.5 | 6326.9 | 6377.3 | 0.576 | 0.300 | 0.014 | 6.33 | 7.17 | 47.92 | 97.57 |
| 450 | 285 | -368.6 | 6505.9 | 6882.3 | 6918.3 | 0.549 | 0.306 | 0.015 | 5.79 | 6.34 | 44.26 | 97.27 |
| 489 | 270 | -375.6 | 6913.8 | 7290.3 | 7299.2 | 0.605 | 0.294 | 0.015 | 5.45 | 5.57 | 51.40 | 97.52 |
| 445 | 325 | -323.1 | 5732.0 | 6108.4 | 6158.8 | 0.561 | 0.300 | 0.015 | 6.57 | 7.45 | 46.52 | 97.33 |
| 410 | 350 | -355.1 | 6418.0 | 6794.4 | 6844.8 | 0.552 | 0.296 | 0.015 | 5.86 | 6.65 | 46.38 | 97.28 |
| 520 | 350 | -298.6 | 6111.9 | 6511.5 | 6538.7 | 0.593 | 0.295 | 0.014 | 6.54 | 6.98 | 50.25 | 97.64 |
| 568 | 310 | -349.5 | 7438.9 | 7838.6 | 7865.7 | 0.602 | 0.299 | 0.015 | 5.37 | 5.74 | 50.33 | 97.51 |
| 520 | 280 | -350.9 | 6708.2 | 7107.9 | 7110.2 | 0.561 | 0.315 | 0.015 | 5.96 | 5.99 | 43.85 | 97.33 |
| 580 | 310 | -377.9 | 8252.1 | 8651.6 | 8678.9 | 0.564 | 0.298 | 0.014 | 4.84 | 5.17 | 47.16 | 97.52 |
| 525 | 280 | -353.5 | 6821.8 | 7221.4 | 7223.8 | 0.544 | 0.302 | 0.015 | 5.86 | 5.89 | 44.49 | 97.24 |
| 535 | 450 | -350.6 | 8516.2 | 8909.0 | 8943.0 | 0.585 | 0.297 | 0.016 | 4.61 | 5.01 | 49.23 | 97.26 |
| 510 | 450 | -339.4 | 7995.0 | 8387.9 | 8421.8 | 0.568 | 0.300 | 0.016 | 4.91 | 5.34 | 47.18 | 97.18 |
| 565 | 420 | -340.1 | 8256.9 | 8649.8 | 8683.7 | 0.599 | 0.297 | 0.015 | 4.76 | 5.17 | 50.42 | 97.50 |
| 536 | 460 | -382.8 | 9414.1 | 9807.0 | 9841.0 | 0.543 | 0.304 | 0.015 | 4.17 | 4.53 | 44.01 | 97.24 |
| 580 | 427 | -387.3 | 9630.6 | 10023.5 | 10057.4 | 0.529 | 0.301 | 0.018 | 4.08 | 4.43 | 43.10 | 96.60 |
| 450 | 400 | -314.7 | 6311.3 | 6681.3 | 6738.1 | 0.589 | 0.307 | 0.016 | 5.86 | 6.76 | 47.88 | 97.28 |
| 410 | 410 | -385.3 | 7748.2 | 8118.2 | 8175.1 | 0.554 | 0.298 | 0.015 | 4.78 | 5.51 | 46.21 | 97.29 |
| 475 | 390 | -300.8 | 6117.5 | 6487.5 | 6544.4 | 0.565 | 0.304 | 0.014 | 6.05 | 6.98 | 46.19 | 97.52 |
| 435 | 440 | -372.2 | 7966.7 | 8336.6 | 8393.5 | 0.574 | 0.296 | 0.015 | 4.64 | 5.36 | 48.43 | 97.39 |
| 482 | 465 | -381.9 | 8912.0 | 9282.0 | 9338.9 | 0.540 | 0.304 | 0.015 | 4.15 | 4.79 | 43.70 | 97.22 |

As expected, the proposed AS algorithm has the lowest CPU time with average value of 15.1 ms (standard deviation 0.912 ms ), while the NCOS algorithm takes the longest time with average value of 567.7 ms (standard deviation 22.2 ms ) to reach a solution while satisfying the constraints. It is worth mentioning that, depending on the initial guess, a solution is not guaranteed when the NCOS is applied. The performance index of the NCOS algorithm has the lowest values, because it solves for the minimum energy solution within the search space. In the SSAS algorithm, the resultant performance index is higher than that of the NCOS but lower than that of the AS, as expected. As mentioned in Remark 4, the SSAS only searches for the minimum solution in a subspace defined by $S_{10}$.

The comparison of the AS and SSAS algorithms with respect to the NCOS are also listed in Table 3. For example, the change in performance indices is calculated for the SSAS with respect to the NCOS using $\left(J_{S S A S}-J_{N C O S}\right) 100 / J_{N C O S}$ and the amount of change in CPU time is calculated by $\left|\left(t_{S S A S}-t_{N C O S}\right) 100 / t_{N C O S}\right|$. As seen from Table 3, the performance indices of the AS and the SSAS are not significantly increased as compared
to those of the NCOS. However, the CPU time reduction is large in the AS and SSAS, as compared to those in the NCOS.

The resultant poses of the handling mechanism for the same target point $\left[x_{T}, y_{T}, z_{T}\right]=[426,345,-331.61] \mathrm{mm}$ are animated in the MATLAB® environment for all three methods as shown in Figures 4-6.

Figure 4 Pose of the handling mechanism solved by the AS (see online version for colours)


Figure 5 Pose of the handling mechanism solved by the SSAS (see online version for colours)


Figure 6 Pose of the handling mechanism solved by the NCOS (see online version for colours)


As seen from the Figures 4-6, the handling mechanism is shown and the grey trapezoidal volume represents a plant bed that the robot travels over a strawberry bed. The green spherical volume corresponds to a fully grown plant. All the target points to be reached are assumed to be on the surface of this spherical volume.

## 5 Hardware set-up and experiments

### 5.1 Hardware configuration in experimental set-up

The proposed algorithms are tested in a handling platform on-board of a mobile robot. The platform provides the execution of the translational and rotational motions on $x, y$ and $z$ axes. The pulley-belt-based translational motion is constructed by eight pulleys which are XL series lightweight pulleys with an outer diameter of $4.14 \mathrm{~cm}, 22$ teeth and a maximum width of 0.95 cm . The belt is a trapezoidal tooth neoprene timing belt that has an XL trade size with a $0.51-\mathrm{cm}$ pitch and a $0.95-\mathrm{cm}$ width. The rotational motion is realised using a manipulator arm whose links are serially connected with revolute joints via the Lynx motion Little Grip Kit and Hi-Tech HS 422 servo motors. Additionally, the end-effector has an open/close function via two fingers for picking and holding the target leaf. The kinematic constraints in the platform are, $75 \mathrm{~mm} \leq s_{10} \leq 660 \mathrm{~mm}$, $80 \mathrm{~mm} \leq s_{21} \leq 920 \mathrm{~mm}, \quad 61 \mathrm{~mm} \leq s_{32} \leq 251 \mathrm{~mm}, \quad-58^{\circ} \leq \theta \leq 52^{\circ}, \quad-85^{\circ} \leq \beta \leq 73^{\circ} \quad$ and $-90^{\circ} \leq \psi \leq 90^{\circ}$, respectively. Please note that, for both simulations and experiments, the $\beta$ angle is taken in the positive range $0^{\circ} \leq \beta \leq 73^{\circ}$ to prevent the collision between the arm and the z -axis. The lengths of the manipulator arm links are $l_{1}=90 \mathrm{~mm}$, $l_{2}=102 \mathrm{~mm}$ and $l_{3}=60 \mathrm{~mm}$.

An Arduino Mega 2560 board and a Rover5 motor driver are the electrical circuit components of the manipulator platform. For the translational motion, the sensory data is collected from three quadrature encoders ( 100 cycles $/ \mathrm{rev}$ and up to 30 kHz data collection frequency) and three motors (gear head DC motor, 12 Volt, a gear ratio of 30:1 and a maximum rotation of 200 rpm ) are carried out by the Rover5 motor driver to actuate the platform. For the rotational motion, the Arduino Mega 2560 board provides the execution of three servo motors attached to the revolute joints and one servo motor attached to the end-effector for open-close motion.

### 5.2 Artificial strawberry plant in experimental set-up

As shown in Figure 7, a white circular plane is used to represent the projected area of a spherical volume covered by a strawberry plant, while the black trapezoidal volume represents a strawberry bed in the field. A plastic plant is put on the circular plane to represent the diseased leaf. The locations of the target leaves are selected such that all four quadrants of the circular plane are tested. Three methods (NCOS, AS, SSAS) are used to calculate the joint commands and these joint commands are then executed according to the command sequence defined in Remark 3.

Figure 7 Experimental set-up and AGR in the laboratory (see online version for colours)


### 5.3 Experiment results and discussion

A total of 24 experiments ( 2 target locations from each quadrant per method) were conducted, and for brevity, the final poses of two points [580, 310, -377.9] mm and [565, $420,-340.1] \mathrm{mm}$ are listed in Table 4.

Table 4 Resultant poses of the platform with NCOS, AS and SSAS methods (see online version for colours)


The following observations can be made from the figures in Table 4. All three methods reach the target locations. The final poses calculated by the NCOS are different from those of the AS and SSAS due to the fact that the NCOS compute the optimal solution, while the AS and SSAS provide an analytical solution and an optimal solution within a solution subset, respectively.

Considering the fact that there are sliding, backlash and loosening issues with the belt-pulley system in the mechanism design, the total accuracy of the handling mechanism is within a $[-1,1] \mathrm{cm}$ range.

For the point of $[580,310,-377.9] \mathrm{mm}$, the execution time of the commands is recorded as roughly 6 s in the NCOS, 4 s in the AS and 4 s in the SSAS experiments. For
the point of $[565,420,-340.1] \mathrm{mm}$, the execution time is approximately 4 s in the NCOS, 6 s in the AS and 6 s in the SSAS experiments. The average execution time for the 24 experiments is 5.5 s for the NCOS, 4.95 s for the SSAS and 4.875 s for the AS. The execution times for the points far from the initial reset pose (e.g. the points in the third and fourth quadrants) are higher than the ones closer to the origin.

## 6 Conclusion

In this study, a set of analytical solutions are developed for a 5-DOF inverse kinematics problem for the handling mechanism of an agricultural robot that will operate in commercial strawberry fields. The minimum energy solution within the solution set is derived. Here the joint constraints are considered in deriving the solution set. The advantages of the proposed algorithms are:

1 the computational cost is low
2 the optimal solution within the set can be found
3 the joint constraints and limitations in the mechanism design are taken into account.
Both simulation and hardware tests verify the effectiveness of the algorithms.
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