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Abstract: We propose a hybrid P2P information search system that combines: 
1) the idea that a searcher searches not information itself but people who have 
KANSEI (human sensitivity) well fitted to the searcher; 2) a P2P network on 
which we can build a scalable information search system; 3) a folksonomy, 
which is a system that allows users to classify information by themselves, to 
quickly and reliably obtain the desired information from on the network.  
The main characteristic of the proposed system is that it produces a  
two-dimensional map visualising the KANSEI information of all nodes by a 
self-organising map, and then utilises the map for searches. The simulation 
results show that the proposed system provides balanced opportunities  
from which we obtain our desired information and other unknown information, 
in comparison with a search method that conducts searches directly in  
higher-dimensional space and a random search method. 
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1 Introduction 

The recent rapid growth of information technology has caused a continuous increase in 
the amount of available information. This situation is called the information explosion. In 
this situation, it is difficult for people to find their desired information efficiently and 
reliably. One approach is that people find their desired information with high quality 
from the large and diversified amount of information by first finding others who have the 
human sensitivity (called KANSEI) in which they are interested. Then, these people can 
utilise information that others hold and recommend. 

Unlike the client-server network, no node in a peer-to-peer (P2P) network has a fixed 
role, but rather each node can be both client and server (Lua et al., 2005). Due to this 
feature, a P2P network is often used as an infrastructure for realising distributed services 
in which nodes mutually provide services. For example, an information search system 
built on this infrastructure cannot guarantee a reliable search or a quick search but can be 
expected to have high scalability to deal with the increasing amount of information and 
the increasing number of users. 

As for a way to classify information that has been increasing in amount, not only 
centralised classification by system operators, as in conventional web information search 
systems, but also distributed classification by the users of an information search system 
has appeared. A web search system that allows users themselves to classify information is 
called a folksonomy (Mathes, 2004). In a folksonomy, users assign different tags to 
identical information according to their own KANSEI (human sensitivity). The tag 
assigned to some information is equivalent to an identifier of the information and can be 
used for an information search. Therefore, when a searcher looks for particular 
information, if another person with a similar sensitivity to the searcher has already 
assigned a tag (for example, a keyword) that the searcher uses as a search key to the 
particular information, the searcher can quickly find his/her desired information by 
finding that other person. Thus, if people with similar KANSEI to a searcher use the 
information search system (folksonomy), the searcher can expect an efficient information 
search. Furthermore, this approach is theoretically available not only in web search 
systems as a client-server system but in P2P systems as well. 

In this paper, we propose a new information search system that combines the 
following three components: 

1 the concept that a searcher looks not for information itself but for people who have 
KANSEI matching the searcher’s 



   

 

   

   
 

   

   

 

   

   84 K. Ohnishi and H. Yamamoto    
 

    
 
 

   

   
 

   

   

 

   

       
 

2 a P2P network that is expected to build highly scalable information search systems to 
deal with the explosive increase in the amount of information 

3 a folksonomy, in which users themselves classify information to be searched. 

Specifically, we propose a hybrid P2P information search system that enables us to find 
persons who have KANSEI matching ours. The salient feature of the proposed system is 
that we can utilise a map that two-dimensionally visualises KANSEI information of all 
nodes, that is, the entire network. A hybrid P2P information search system is not a 
completely distributed system. The system consists of P2P nodes that actually hold 
information and mutually exchange information between them and a server that manages 
only the locations of information. When a P2P node searches for particular information, 
the node asks the server the location of the desired information. 

This paper is organised as follows. Section 2 describes related work. In Section 3, we 
explain the proposed hybrid P2P information search system. Section 4 shows simulation 
results for evaluating the proposed system. In Section 5, we draw our conclusions and 
state future work. 

2 Related work 

The features of the system proposed in the paper are as follows: to utilise visualised 
network information for searching files, nodes, and so on; to utilise KANSEI information 
for information searches; and to allow users to freely assign search tags to information, as 
in a folksonomy. We describe work related to these features in this section. 

Network visualisation usually means visualisation of the graph structure of a network. 
Many tools for such visualisation have been developed, but direct application of such 
visualisation to information searches has not yet been reported. Visualisation of 
hyperlinks on the web is not direct utilisation of network visualisation for information 
searches, but would be useful for web searches. Some studies focus not on visualisation 
of the linkage between nodes but on visualisation of the relative distances between nodes 
with different characteristics. For example, a system proposed in Dabek et al. (2004) first 
calculates the distances between nodes based on the costs of transmission delay and then 
arranges the nodes in a two-dimensional plane while maintaining the distance 
relationships of the nodes in the original space as precisely as possible. We consider 
various uses for this two-dimensional network map, such as understanding the network 
situation visually and determining routes in the network. However, they are not direct 
applications for an information search. 

In Hayashida and Takagi (2000), search points for an optimisation problem are 
mapped into two-dimensional space by, for example, a self-organising map (SOM) and 
visualised two-dimensionally, and then humans generate new search points by utilising 
the visualised search points. Two-dimensional visualisation of the distribution of solution 
candidates in a search process for an optimisation problem is also used for understanding 
the search process and then for developing new search methods (Yamashiro et al., 2006). 
These two studies (Hayashida and Takagi, 2000; Yamashiro et al., 2006) are not similar 
to the present study in terms of purpose but are similar to it in terms of procedures. 
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With respect to information search techniques, the simplest method is to search for 
objects by explicitly expressing target objects such as file names. However, in order to 
express the target objects precisely, we need to know what to search for in advance. Such 
a situation is rare. Therefore, searching for objects from pieces of information included in 
target objects has been considered. The present web search techniques adopt such a 
strategy. Pieces of information included in target objects are not target objects 
themselves, but can be thought of as alternative forms of search tags to search for target 
objects. Furthermore, as a variation of the pieces of information included in target 
objects, we can use the features extracted by processing the target objects. P2P systems 
that have a search method using such search tags, sometimes called metadata, have been 
extensively investigated (Joseph and Hoshiai, 2003). Some of these systems consider a 
method for forwarding a search query with the same search tag form to nodes that are 
likely to have many search objects, such as files with the same search tags. Especially, 
some P2P systems determine search tags of documents by focusing on semantics of the 
documents, which is meanings of words, phrases, and sentences in the documents. Then, 
query forwarding relying on such search tags is referred to as ‘semantic routing’. In 
addition, P2P systems that are organised for the semantic routing to work efficiently or 
effectively are generally referred to as ‘semantic P2P systems’. There have been done 
many studies on semantic P2P systems and semantic routing so far (Joseph, 2002; Tang  
et al., 2003; Crespo and Garcia-Molina, 2005; Rostami et al., 2008; Jung, 2010; 
Mawlood-Yunis et al., 2010; Yeferny et al,. 2013; Himali et al., 20013). Furthermore, a 
semantic P2P system has been used as a document recommender system, in which 
documents are recommended to a user according to the user’s interests (Vera-del Campo 
et al., 2012). Our proposed system does not rely on semantics of shared information, but 
works as a sort of recommender system as well. In our proposed system, a searcher finds 
a node with interesting KANSEI to obtain recommendations from the found node. 

Besides using pieces of information included in target objects, one of the possible 
forms of search tags that people can assign to search objects is KANSEI information, 
which in Japanese means ‘human sensitivity’ information and here means how people 
feel about search objects. Such information search systems are referred to as KANSEI 
information search systems, and several concrete KANSEI information search systems 
exist (Yoshida et al., 1999; Takagi and Noda, 2004; Sato et al., 2007; Yali and Kui, 2008; 
Miyakawa et al., 2008; Feng and Uchida, 2010; Huang et al., 2011). A key idea of the 
KANSEI information search system is that a searcher does not explicitly give pieces of 
information included in search objects, as in a conventional keyword searches, but 
expresses what he/she wants to subjectively feel about the search objects as the search 
query. However, the conventional KANSEI information search system requires the 
correspondences between KANSEI information as search tags and search objects to be 
established in advance. A recent study has been researching a P2P system that enables us 
to search objects by using KANSEI information but does not require correspondences 
between KANSEI information and search objects to be already established (Ohnishi  
et al., 2009). 

The above-mentioned P2P systems have search methods for obtaining desired 
information or finding nodes holding desired information. In addition, a P2P system 
sometimes requires a mechanism for finding a trustable and secured node from among 
multiple nodes that can provide the same services in order to realise a trustable and  
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secured P2P system. A P2P reputation system is one of such mechanisms and have been 
studied so far (Gupta et al., 2003; Hao et al., 2009; Pogkas et al., 2009; Azzedin, 2014). 
In a P2P reputation system, reputation scores of nodes are managed and used for node 
selection. 

In conventional web information retrieval systems, search tags to shared information 
are assigned in fixed ways, which is a top-down approach. Meanwhile, users have 
recently become interested in information retrieval systems that allow the users 
themselves to assign search tags to shared information. Such a bottom-up information 
retrieval system is referred to as a folksonomy (Mathes, 2004). At this moment, several 
folksonomies are running and most of them allow users to freely assign keywords to 
shared information (Delicious, http://delicious.com/; Flickr, http://www.flickr.com/). We 
recently conducted a study for realising the application of folksonomies in a P2P network 
(Ohnishi et al., 2009). 

3 Proposed system 

We explain the outline of our proposed system here. The proposed system is an 
information search system built on a hybrid P2P network. In a hybrid P2P system, a node 
holds information to be searched and a server, called an ‘index server’, manages the 
locations of this information; that is, the server manages which nodes have what 
information in a centralised manner. The flow of the proposed system is as follows (see 
Figure 1): 

1 each P2P node makes a representation of its KANSEI and sends the representation to 
an index server 

2 the index server generates a map of the KANSEI of all nodes by a SOM (Kohonen, 
1990) and distributes the map of the KANSEI to each P2P node 

3 every P2P node conducts a search by using the map of the KANSEI during a fixed 
period of time 

4 the procedure begins again at step (1). 

When a searcher conducts a search in a general hybrid P2P system, he/she first asks the 
index server which node holds the desired information and then directly communicates 
with a node holding the desired information for delivery of that information. In contrast, 
the index server in the proposed system manages the KANSEI representation of each 
node, not the locations of information. So, when a searcher conducts a search in the 
proposed system, he/she first asks the index server which node has the particular 
KANSEI. The proposed system enables users to find nodes by using two-dimensional 
visualisation of nodes with various KANSEI representations, that is, by visualisation of 
the entire P2P network. 

We explain the components of the proposed system in detail in the next section. 
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Figure 1 Flow of the proposed hybrid P2P information search system (see online version  
for colours) 

 

3.1 Method for visualising networks 

To two-dimensionally visualise the KANSEI of participating nodes in the system, each 
node first makes a representation of its KANSEI. Then, the KANSEI information 
obtained from all nodes is mapped into two-dimensional space and visualised. In the 
following, we consider some files as the search objects. 

Each node expresses its KANSEI as follows. First, each node selects M files that well 
express its individuality from all of its files. For example, when some node holds many 
music files, it selects M music files that well represent its taste. Then, each node assigns 
an S-dimensional numerical vector representing the impression it obtains from each of the 
M files to each file. For example, it is possible to assign a numerical vector to a file by 
the semantic differential (SD) method, which evaluates a target as a numerical score 
(position) on a scale between a pair of bipolar adjectives, for example, ‘dark-light’. Then, 
each node calculates and normalises the sum of all the S-dimensional numerical vectors 
assigned to the M files, and the normalised S-dimensional numerical vector becomes the 
representation of the node’s KANSEI. 

In the simulations described in Section 4, each node selects five files (M = 5) and 
assigns evaluations to them by the SD method, in which four pairs of bipolar adjectives 
are used and the number of steps in the scale between each pair of bipolar adjectives is 
five, that is, –2, –1, 0, +1, +2. Suppose that a node assigns the following numerical 
vectors to its selected five files: (–1, –1, 0, +2), (–2, –1, +1, +2), (–1, –1, +1, +1), (–2, –1, 
0, +2), (–1, –1, –1, +2). Then, transforming an element of the vectors such as –2 to 0, –1 
to 0.25, 0 to 0.5, +1 to 0.75, and +2 to 1 to normalise the five vectors, the five  
vectors become as follows: (0.25, 0.25, 0.5,1), (0, 0.25, 0.75, 1), (0.25, 0.25, 0.75, 0.75), 
(0, 0.25, 0.5, 1), (0.25, 0.25, 0.25, 1). Then, the sum of those transformed five vectors is 
calculated and results in (0.75, 1.25, 2.75, 4.75). Finally, each element value of the vector 
is divided by M(=5) and (0.15, 0.25, 0.55, 0.95) is obtained. This normalised vector is the 
KANSEI representation of the node. The process of representing the KANSEI of a node 
is shown in Figure 2. 
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After all nodes generate S-dimensional numerical vectors representing their KANSEI, 
they send their vectors representing their KANSEI to the index server as a component of 
the proposed system. Then, the vectors are inputted into the SOM and a map visualising 
all nodes’ KANSEI information is obtained. SOM is one type of neural network that 
models the information processing by the brain (neurons) and generally maps  
high-dimensional numerical data that is more than three-dimensional data to  
two-dimensional space while maintaining the distance relationships of the data in the 
original space as much as possible. 

Figure 2 Representing the KANSEI of a node (see online version for colours) 

 

Figure 3 Example of the map representing KANSEI information of all nodes as obtained by the 
SOM (see online version for colours) 

 

Note: A mark * in the map represents a mapping location for a point in the original  
four-dimensional space. 

A map visualising the KANSEI information of all nodes, which are mapped onto lattice 
points of the map, is shown in Figure 3 as an ( , )H L H L× ∈  square region. In  
Figure 3, the normalised vector representing the KANSEI of a node is four-dimensional. 
Some lattice points in the map do not have any mapped KANSEI information of the  
 



   

 

   

   
 

   

   

 

   

    Search in a hybrid P2P system using a node map formed by a SOM 89    
 

 

    
 
 

   

   
 

   

   

 

   

       
 

represented nodes; these lattice points correspond to neurons in the competitive layer of 
the SOM and therefore have vectors of weight values whose dimension is four, the same 
as the vector representing the KANSEI of a node. In addition, it is basically expected that 
neighbouring points before mapping in the four-dimensional space are close to each other 
in the map. 

3.2 Search using visualised network information 

The map visualising the KANSEI information formed by the SOM is distributed to all 
nodes by the index server. There are two ways to search by using this visualised 
information. 

In the first way, a searcher selects a point in the distributed map and then obtains the 
contact information (IP address) of the node corresponding to that point or the node 
closest to that point. Next, file delivery is conducted directly between the searcher and the 
selected node. It would be useful, in deciding the node to search, if we could refer to the 
KANSEI information of the node in the map when selecting the node. However, this idea 
must wait for a real implementation of the proposed system before it can be realised. 

Figure 4 Searching for a node by issuing a search query (second way) (see online version  
for colours) 

 

In the second way, a searcher first issues a search query with the same form as the 
KANSEI information assigned to a file in the proposed system, and the generated search 
query is mapped onto a point in the map obtained by the SOM. Then, the contact 
information of the node corresponding to the point or closest to the point is obtained from 
the index server. We give a concrete example using the SD method described in  
Section 3.2, where four pairs of bipolar adjectives are used and the number of steps in the  
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scale between each pair of bipolar adjective is five, that is, –2, –1, 0, +1, +2. Suppose that 
a searcher makes a search query of (–1, +1, 0, +2). This search query is first normalised 
as (0.25, 0.75, 0.5, 1) according to transformation rules that transform –2 to 0, –1 to 0.25, 
0 to 0.5, +1 to 0.75, and +2 to 1. The normalised search query is then inputted to the map 
of the KANSEI of all nodes distributed by the index server and equivalent to the 
particular SOM. Then, a point to which the inputted search query is mapped is obtained 
by finding a neuron in the competitive layer that has the weight vector closest to the 
inputted search query in terms of Euclidean distance. Finally, the searcher finds the node 
corresponding to the point or closest to the point and obtains its contact information (IP 
address) from the index server. The searcher communicates directly with the found node 
for file delivery. This procedure is shown in Figure 4. In the simulations described in 
Section 4, we examine this search. 

4 Simulation evaluation 

We evaluate the hybrid P2P information search system proposed in Section 3 with 
simulations presented in this section. One of the salient features of the proposed system is 
it allows a searcher to determine a search object of a node by selecting a point in the map 
representing the KANSEI information of all nodes. However, another search way is 
evaluated through simulations in this section. We need to model the KANSEI of nodes 
and searchers in the simulations. As mentioned later, we will introduce a simple model 
for that. 

As mentioned in Section 3, the proposed system searches a two-dimensional space 
whose dimension is smaller than the original space of the KANSEI vector for a node in 
cases that the searcher selects a point in the map and issues a search query. The SOM is 
used for mapping points in the original higher-dimensional space to ones in the  
two-dimensional space, and by this mapping, the distance relationships between the 
points in the original space are broken at least. Therefore, in the simulations, under the 
assumption that people with a variety of KANSEI exist, we focus on the difference 
between search performances when searching a node in the original space and that when 
searching a node in the two-dimensional space. 

The most salient feature of the proposed system is that the proposed system enables 
its users to search for a node in the first way mentioned in Section 3.2, that is to say, to 
determine a search object of a node by selecting a point in the map representing the 
KANSEI information of all nodes. A direct way to evaluate this salient feature is to 
actually develop the proposed system and conduct subjective tests using the developed 
system. However, we have not been able to develop the system in this paper. In case of 
evaluating the proposed system through simulations, we then need a behaviour model on 
which point a searcher selects in the map. Humans are basically good at finding some 
tendency included in geometric patterns, so we can expect that in the proposed system, a 
searcher finds some tendency included in the two-dimensional map and actively 
determines a node of a search object by considering its tendency. According to this 
expectation, we can assume particular behaviours of a searcher on which point to select 
in the map and then introduce the behaviour model into simulations. However, human 
behaviours represented by this behaviour model are essential for the proposed system and 
cannot be validated in this paper. We think we should evaluate the salient feature of the 
proposed system through real experiments in future. 
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Meanwhile, in simulations described from Section 4.1 onward, we fix a way of 
selecting a point in the map as issuing a search query. In this way, personality of a 
searcher on which point to select in the map is excluded. Under the use of this way, we 
assume a situation that there are differences of KANSEI among a searcher and all nodes 
and then observe the search performance in the proposed system. We introduce a model 
to represent the differences of KANSEI among them. We should also validate this model. 
However, we think the model is appropriate for the simulation study in this paper because 
the model can express differences of KANSEI among people and also adjust the degree 
of difference, so it can simulate real situations that people have different KANSEI 
somehow. 

4.1 Simulation model 

The simulation model used here consists of one part related to network composition and 
another part related to the KANSEI of searchers and nodes. We explain each part of the 
model below. 

4.1.1 Network composition 

The network consists of one index server and 625 nodes. In the network, 625 types of 
files are distributed for sharing. In the simulation scenarios, the types of files and their 
locations on particular nodes are described later. Each node selects five types of files  
(M = 5) for representing its KANSEI information. 

4.1.2 KANSEI of searchers and nodes 

In a real use of the proposed system, the KANSEI of nodes is represented by vectorised 
KANSEI information assigned to the selected M files. That is enough to implement the 
system. However, to execute a simulation model for validating the proposed system, not 
only the KANSEI information of each node for the selected M files but also the KANSEI 
information of each node and searcher for all 625 types of files distributed over the 
network has to be modelled, because the searcher has to determine the KANSEI 
information of some of the files that he/she obtained by one search in the simulation 
model. KANSEI information is assigned to a file in the way described in Section 3.1, in 
which four pairs of bipolar adjectives are used and the number of steps in the scale 
between each pair of bipolar adjective is five, that is, –2, –1, 0, +1, +2. The difference in 
KANSEI information between the searcher and the nodes is estimated by determining the 
KANSEI information of the nodes on the basis of probabilistically changing the KANSEI 
information of the searcher. Regarding the probability of changing the basic KANSEI 
information (hereinafter called ‘change probability of KANSEI information’), a higher 
probability corresponds to a larger difference in KANSEI information. 

The KANSEI information of the searcher as the basis for others’ is obtained in the 
following way: first, assigning serial numbers from 0 through 624 to the 625 types of 
files; second, transforming the serial numbers to quinary numbers; third, regarding each 
digit of the quinary number as an element value of the four-dimensional vector 
representing the KANSEI information. In other words, it is assumed that the searcher 
assigns different KANSEI information to each type of file. A rule for transforming the 
serial number p to a quinary number ‘f1f2f3f4’ (f1, f2, f3, f4 ∈ [–2, +2] ∈ )  is as follows, 
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where the corresponding KANSEI information of a four-dimensional vector is  
(f1, f2, f3, f4): 

1 /125 2,f p= −⎢ ⎥⎣ ⎦  (1) 

2 ( mod125) 25 2,f p= −⎢ ⎥⎣ ⎦  (2) 

3 ( mod 25) 25 2,f p= −⎢ ⎥⎣ ⎦  (3) 

4 ( mod5) 2.f p= −  (4) 

For example, when p = 323, the KANSEI information of the searcher for the file with this 
serial number is (0, 0, +2, +1), because f1 = 0, f2 = 0, f3 = +2, f4 = +1. 

Next, the KANSEI information of the nodes is made by probabilistically modifying 
the KANSEI information of the searcher. As mentioned above, the KANSEI information 
of the searcher is represented as four-dimensional vectors assigned to 625 types of files. 
Each element value of each vector that is an integer from –2 to +2 is randomly changed 
to an integer in the same range with probability pu. This probability pu is the ‘change 
probability of KANSEI information’ defined above. A higher probability corresponds to 
a larger difference in KANSEI information. 

In a real implementation of the proposed system, both searchers and nodes cannot 
know their feelings about the files until they have actually seen the contents of the files. 
However, if we prepare how the searchers feel about the files in advance, as described 
above, we can simulate a search based on KANSEI information. 

4.2 System configurations 

System configurations correspond mainly to configurations of the SOM for  
two-dimensional visualisation of the KANSEI information of nodes. The SOM used in 
the simulations here arranges the neurons of the competitive layer on integer lattices in 
the 50 × 50 square area. In one learning of the neuron weights, each of the vectors of  
625 nodes representing their KANSEI information are inputted to the SOM once. This 
learning is iterated 100 times. The neighbourhood of the best matching unit (the winning 
neuron) in the learning is eight neurons adjacent to the best matching unit. The learning 
coefficient α is fixed as 0.01. In the simulations here, the map of the KANSEI 
information of the nodes is created once before searching in the system begins, and then 
the created map is used. 

4.3 Simulation scenario 

We assume that one searcher with the KANSEI described in Section 4.1 issues  
625 different search queries, which are identical to the vectors representing the KANSEI 
information for the 625 types of files with serial numbers from 0 to 624. In this case, a 
search query for the file with serial number p, which represents what the searcher wants 
to feel from that file, is given by equations (1) through (4). 

We consider three ways to decide the types of files of each node below. Also, we 
illustrate the three ways in Figure 5. 
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1 Randomly determining types of files of each node 

 As mentioned in Section 4.1, each node has five types of files in the simulations. The 
five types of files of each node are randomly determined from among the 625 types 
of files. 

2 Giving a small bias to types of files of each node 

 As mentioned before, the 625 types of files are assigned serial numbers from 0 to 
624. Also, the 625 nodes are assigned serial numbers from 0 to 624. Then, both the 
files and the nodes are divided into five groups, where the first group consists of files 
or nodes with serial numbers 0 through 124, the second group consists of files or 
nodes with serial numbers 125 through 249, and so on. Thus, five groups are formed 
by taking 125 types of files from the files with serial number 0, and five groups are 
formed by taking 125 nodes from the nodes with serial number 0. Then, each node 
belonging to the first node group randomly selects five types of files without 
overlapping from the 125 types of files belonging to the first group. Thus, each node 
belonging to the kth (k = 1, 2, …, 5) node group randomly selects five types of files 
without overlapping from the 125 types of files belonging to the kth (k = 1, 2, …, 5) 
group. 

3 Giving a large bias to types of files of each node 

 The 625 types of files are assigned serial numbers from 0 to 624. Also, the 625 nodes 
are assigned serial numbers from 0 to 624. Then, both files and nodes are divided 
into 25 groups, where the first group consists of files or nodes with serial numbers  
0 through 24, the second group consists of files or nodes with serial numbers 25 
through 49, and so on. Thus, 25 groups are formed by taking 25 types of files from 
the files with serial number 0, and 25 groups are formed by taking 25 nodes from the 
nodes with serial number 0. Then, each node belonging to the first node group 
randomly selects five types of files without overlapping from the 25 types of files 
belonging to the first group. Thus, each node belonging to the kth (k = 1, 2, …, 25) 
node group randomly selects five types of files without overlapping from the  
25 types of files belonging to the kth (k = 1, 2, …, 25) group. 

If the types of files of each node are determined in the ways described above, then the 
KANSEI information of each node is determined by modifying the KANSEI information 
of the searcher on the basis of the change probability of the KANSEI information, pu, as 
explained in Section 4.1.2. We use five values, 0, 0.01, 0.1, 0.3, 0.5, as the values of pu. 
Then, we conduct simulations with a total of 15 scenarios by combining the three ways to 
determine the types of files of each node and the five values of the change probability of 
KANSEI information. 

4.4 Observation items 

The searcher with the KANSEI information mentioned in Section 4.1.2 issues the  
625 different search queries in a one-by-one manner. The queries, which are  
four-dimensional vectors obtained by converting integers from 0 to 624 to quinary 
numbers from (–2, –2, –2, –2) to (+2, +2, +2, +2), are equivalent to searching for the  
625 types of files with serial numbers 0 through 624 in a one-by-one manner in the 
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simulations. Then, at the mth ( 1)m  search, a search query for the file with the serial 
number m – 1 is issued. A search query for a file with the serial number p is represented 
by equations (1) through (4). 

Figure 5 Three ways to decide the types of files of each node, (a) randomly determining file 
types of each node (b) giving a small bias to file types of each node (c) giving a large 
bias to file types of each node 

 
(a)     (b) 

 
(c) 

A four-dimensional search query is issued and inputted into the SOM, whose 
configurations are described in Section 4.2, and then is mapped onto the two-dimensional 
map visualising the KANSEI information of the nodes. Then, five types of files of the 
node closest to the mapping point on the map become the search results. In these 
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simulations, we consider files at only one node as the search results, but files at multiple 
nodes closer to the mapping point can be search results. 

As mentioned above, the searcher obtains five types of files by one search. Then, we 
consider the following two observation items. 

1 The total number of files that the searcher obtained 

 This means the relationship between the number of searches and the total number  
of types of files obtained so far. For example, consider the moment just after ten 
searches were completed, that is, the moment just after the search with a search 
query representing the KANSEI information of the searcher for a file with the serial 
number 9 was completed. If 20 types of files out of the total 625 types of files were 
obtained, the total number of files that the searcher obtained was 20 at that time. It is 
possible that the searcher obtained the same type of file several times in different 
searches, but in this case, the count increased by just one. 

2 The number of files matching search queries issued by the searcher 

 This means the relationship between the number of searches and the accumulated 
number of times that a file matching an issued search query was obtained. A file 
matching an issued search query is a file with the serial number p when the searcher 
issues a search query for the file with the serial number p. Here, since the KANSEI 
information of each node is determined by modifying the KANSEI information of 
the searcher as the basis, the KANSEI information corresponding to the file with the 
serial number p can differ between the searcher and each node receiving the issued 
search query. 

4.5 Systems for comparison 

We prepare two systems for comparing with the proposed system. 
As mentioned at the beginning of Section 4, the proposed system searches a  

two-dimensional space whose dimension is lower than the original space of the KANSEI 
information for a node in the case that the searcher points to the map of KANSEI 
information of the nodes and in the case that the searcher issues a search query. The SOM 
is used for mapping points in the original higher-dimensional space to points in the  
two-dimensional space, and by this mapping, the distance relationships between the 
points in the original space are broken at least. Therefore, as the first system for 
comparison, we consider a system that searches the original space of KANSEI 
information, that is, the four-dimensional space for a node with KANSEI information that 
is closest to an issued search query in terms of Euclidean distance. If the searcher and all 
nodes give the same KANSEI information for a file, the KANSEI information works very 
effectively as an identifier of the file in this system for comparison. 

The second system for comparison has the opposite objective of the first system. The 
second system does not use the KANSEI information assigned to files for searching the 
files. Specifically, the second system for comparison selects a node randomly and obtains 
its files in one search. This system is expected to work very effectively in a situation that 
the KANSEI information assigned to a file is totally different between the searcher and 
the nodes, that is, in the situation that the KANSEI information does not work effectively 
as identifiers to find the desired files. 
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4.6 Results and discussion 

Figure 6 shows the relationship between the change probability of KANSEI information 
and the total number of files that the searcher obtained at the end of searches for all  
625 types of files. Figure 7 shows the relationship between the change probability of 
KANSEI information and the number of files matching search queries issued by the 
searcher at the end of searches for all 625 types of files. 

Figure 6 Relationship between the change probability of KANSEI information and the total 
number of files that the searcher obtained at the end of searches for all 625 types of 
files, (a) randomly determining the types of files of each node (b) giving a small bias  
to types of files of each node (c) giving a large bias to types of files of each node  
(see online version for colours) 

  
(a)     (b) 

 
(c) 

Figure 8 shows the relationship between the number of searches and the total number of 
files that the searcher obtained for each of the five change probabilities of KANSEI 
information in the case of randomly determining the types of files of each node. We call 
the relationship between the number of searches and the number of files that the searcher 
obtained as the ‘time transition’ hereinafter. Time here is equivalent to the number of 
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times of issuing search queries. Similarly, Figures 9 and 10 show the time transitions of 
the total number of files in the case of giving a small bias to the types of files of each 
node and in the case of giving a large bias to the types of files of each node, respectively. 

Figure 7 Relationship between the change probability of KANSEI information and the number of 
files matching search queries issued by the searcher at the end of searches for all 625 
types of files, (a) randomly determining types of files of each node (b) giving a small 
bias to types of files of each node (c) giving a large bias to types of files of each node 
(see online version for colours) 

  
(a)     (b) 

 
(c) 

Figure 11 shows the time transition of the number of files matching the search queries 
issued by the searcher for each of the five change probabilities of KANSEI information in 
the case of randomly determining the types of files of each node. Similarly,  
Figures 12 and 13 show the time transitions of the number of files matching search 
queries issued by the searcher in the case of giving a small bias to the types of files of 
each node and in the case of giving a large bias to the types of files of each node, 
respectively. 
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Figure 8 Time transition of the total number of files in the case of randomly determining types  
of files of each node, (a) pu = 0 (b) pu = 0.01 (c) pu = 0.1 (d) pu = 0.3 (e) pu = 0.5  
(see online version for colours) 

  
(a)     (b) 

  
(c)     (d) 

 
(e) 
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Figure 9 Time transition of the total number of files in the case of giving a small bias to types  
of files of each node, (a) pu = 0 (b) pu = 0.01 (c) pu = 0.1 (d) pu = 0.3 (e) pu = 0.5  
(see online version for colours) 

  
(a)     (b) 

  
(c)     (d) 

 
(e) 
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Figure 10 Time transition of the total number of files in the case of giving a large bias to types  
of files of each node, (a) pu = 0 (b) pu = 0.01 (c) pu = 0.1 (d) pu = 0.3 (e) pu = 0.5  
(see online version for colours) 

  
(a)     (b) 

  
(c)     (d) 

 
(e) 
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Figure 11 Time transition of the number of files matching search queries in the case of randomly 
determining types of files of each node, (a) pu = 0 (b) pu = 0.01 (c) pu = 0.1 (d) pu = 0.3 
(e) pu = 0.5 (see online version for colours) 

  
(a)     (b) 

  
(c)     (d) 

 
(e) 
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Figure 12 Time transition of the number of files matching search queries in the case of giving a 
small bias to types of files of each node, (a) pu = 0 (b) pu = 0.01 (c) pu = 0.1 (d) pu = 0.3 
(e) pu = 0.5 (see online version for colours) 

  
(a)     (b) 

  
(c)     (d) 

 
(e) 
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Figure 13 Time transition of the number of files matching search queries in the case of giving a 
large bias to types of files of each node, (a) pu = 0 (b) pu = 0.01 (c) pu = 0.1 (d) pu = 0.3 
(e) pu = 0.5 (see online version for colours) 

  
(a)     (b) 

  
(c)     (d) 

 
(e) 
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Figure 14 Number of times that a search query reached each node in the case of giving a small 
bias to types of files of each node and setting the change probability of KANSEI 
information, pu, to zero, (a) proposed system (b) system using Euclidean distance  
(c) system for random searching (see online version for colours) 

 
(a) 

 
(b) 

 
(c) 
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Figure 15 Number of times that a search query reached each node in the case of giving a small 
bias to types of files of each node and setting the change probability of KANSEI 
information, pu, to 0.5, (a) proposed system (b) system using Euclidean distance  
(c) system for random searching (see online version for colours) 

 
(a) 

 
(b) 

 
(c) 
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In those figures, the label ‘SOM’ represents the results for the proposed system, the label 
‘Euclidean’ represents the result for the system using the Euclidean distance between an 
issued search query and the KANSEI information of a node for searching, and the label 
‘random’ represents the system for random searching. All results are the average of  
30 independent simulation runs. 

We can observe from Figures 6 and 7 that among the three systems, the system for 
random searching obtains the most total number of files and the least number of files 
matching the search queries issued by the searcher. In addition, among the three systems, 
the system using Euclidean distance between an issued search query and the KANSEI 
information of the node for the search obtains the least total number of files and the most 
number of files matching the search queries issued by the searcher. The results of the 
proposed system fall between those two systems in terms of the two types of observed 
numbers. We examine the following facts below in more detail. 

1 The total number of files becomes larger in order of the system for random 
searching, the proposed system, and the system using Euclidean distance  
regardless of the ways used to determine the types of files of the nodes. 

2 The total number of files in the proposed system becomes slightly smaller when the 
change probability of KANSEI information becomes higher. 

3 The total number of files in the system using Euclidean distance becomes smaller 
when the change probability of KANSEI information becomes higher. 

4 The total number of files in the system for random searching is almost constant 
regardless of the change probability of KANSEI information and the ways used to 
determine the types of files of the nodes. 

5 The number of files matching search queries becomes larger in order of the system 
using Euclidean distance, the proposed system, and the system for random searching 
regardless of the ways used to determine the types of files of the nodes. 

6 The number of files matching search queries in the proposed system becomes larger 
when the bias of the types of files of each node becomes larger. 

7 The number of files matching search queries in the system using Euclidean distance 
becomes larger when the bias of the types of files of each node becomes larger. 

8 The number of files matching search queries in the system for random searching is 
constant regardless of the change probability of KANSEI information and the ways 
used to determine the types of files of the nodes. 

First, we discuss fact (1) mentioned above. The searcher reaches 3,125 (= 625 × 5) files 
by 625 searches. We observed how many types of files were included in the 3,125 files in 
the simulations. As shown in the simulation results, the more we rely on precise 
Euclidean distance between a search query and the KANSEI information for searches, the 
smaller the total number of files. The reason is that nodes reached by searches among the  
625 nodes are more biased when we rely more on the precise Euclidean distance between 
a search query and the KANSEI information for searches. Figure 14 shows the number of 
times that a search query reached each node for the three systems when giving a small 
bias to the types of files of each node and setting the change probability of KANSEI 
information to zero. Figure 15 shows the same result when giving a small bias to the 
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types of files of each node and setting the change probability of KANSEI information to 
0.5. Each of these results is obtained by just one simulation run. We can observe from 
Figures 14 and 15 that the bias of nodes that a search query reaches becomes larger in 
order of the system using Euclid distance, the proposed system, and the system for 
random searching. These are just examples, but our assumption mentioned above is 
thought to be correct. 

We think that facts (2) and (3) also result from the bias of nodes reached by searches 
among the 625 nodes. Then, the degree of decrease in the total number of files for the 
system using Euclidean distance is higher than that of the proposed system when the 
change probability of KANSEI information becomes higher. The reason is that the bias of 
nodes reached by searches for the system using Euclidean distance is higher than that of 
the proposed system. The reason why the bias of the nodes reached by searches becomes 
larger when the change probability of KANSEI information becomes higher has not been 
clarified from the results obtained here, but we can speculate that the distribution of 
KANSEI information with a four-dimensional vector becomes non-uniform for some 
reason when the change probability of KANSEI information becomes high. In addition, 
the reason for fact (4) is that the nodes reached by searches among the 625 nodes are not 
biased even when the change probability of KANSEI information varies. 

Next, we discuss fact (5) mentioned above. The number of files matching search 
queries issued by the searcher, in marked contrast to the total number of files, becomes 
larger in order of the system using Euclidean distance, the proposed system, and the 
system for random searching. The reason is also related to the bias of nodes reached by 
searches among the 625 nodes. From the results, we can assume that the reach of search 
queries similar to each other is biased not to an irrelevant node but to a relevant node that 
has at least one file matching one of the search queries, such that five search queries 
corresponding to serial numbers of files from 0 to 4 (search queries of (0, 0, 0, 0) through 
(0, 0, 0, 4)) reach a node having a file with serial number 0. Since the system using 
Euclidean distance relies on KANSEI information with a vector form as the identifiers 
for searches, the irrelevant bias of nodes that search queries reach would be avoided. The 
proposed system searches the two-dimensional space reduced from the original  
four-dimensional space of search queries for a node, and therefore, the distance 
relationships between the points in the original space are broken at least by the mapping. 
So, we presume that the bias of nodes that search queries reach is smaller than in the 
system using the original four-dimensional Euclidean space, but search queries reach 
irrelevant nodes more frequently. 

As for facts (6) and (7) mentioned above, the reasons are thought to be as follows. A 
larger bias of the types of files of each node corresponds to a higher bias of nodes that the 
search queries reach and a higher relevancy of nodes reached by the search queries in 
both the system using Euclidean distance and the proposed system. The reason why 
search queries reach relevant nodes is that the KANSEI information of a node becomes 
closer to the KANSEI information assigned to five files of a node when the bias of the 
types of files of each node becomes larger. In addition, even when the change probability 
of the KANSEI information is high, if the bias of the types of files of each node is large, 
the Euclidean distance between the KANSEI information of the nodes and the search 
query would be useful for finding a file matching the search query. 

Next, we discuss Figures 8, 9, 10, 11, 12 and 13. First, we can observe from  
Figures 8, 9 and 10 that the total number of files in the proposed system and the system 
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for random searching is large during the early stage of searches and small during the later 
stage of searches. This means that these two systems obtain many types of files quickly. 
Furthermore, the system using Euclidean distance obtains almost the same number of 
files at any moment for all searches. From these results, we presume that even for a small 
difference in the total number of files at the end of all searches between the proposed 
system and the system using Euclidean distance, or between the system for random 
searching and the system using Euclidean distance, if we compare the total number of 
files obtained by the least number of searches using similar multiple search queries 
between them, the difference in the total number of files between them would be 
significant. In addition, we can observe from Figures 11, 12 and 13 that any of the three 
systems obtains almost the same number of files at any moment, though the increase rates 
of the files are different between the three systems. From these results, we think that the 
abilities of the three systems in finding files matching search queries do not change from 
those shown in Figures 11, 12 and 13, even if we compare the number of files matching 
search queries obtained by the least number of searches by using similar multiple search 
queries between them. 

In summary, the proposed system is shown to be a more balanced system compared 
to the system using Euclidean distance and the system for random searching in terms of 
providing opportunities in which a searcher obtains desired files and in which a searcher 
reaches other files under the assumption that people have various KANSEI. In addition, 
only the proposed system can provide a search function with a search query and a  
two-dimensional map of the KANSEI information of nodes that allows users to decide a 
node of the search object. We expect the effect of this advantage of the proposed system 
in its real use. We need to demonstrate the advantage of the proposed system through 
implementing the system in future work. 

5 Conclusions 

We proposed a hybrid P2P information search system that combines: 

1 an idea that a searcher searches people who have KANSEI well fitted to the searcher, 
not the information itself 

2 a P2P network on which we expect to build a scalable information search system for 
dealing with the rapid increase of the amount of information 

3 a folksonomy, which is a system that allows users to classify information by 
themselves, to enable us to obtain our desired information from the huge amount of 
information on the network quickly and reliably. 

The proposed system is meant to enable us to find nodes (persons) having our favourite 
KANSEI. In addition, we evaluated the proposed simulation through simulations. 

The salient feature of the proposed system is the building of a two-dimensional map 
of the nodes’ KANSEI information represented by more than two-dimensional numerical 
vectors, that is, a map of the entire network, by mapping the KANSEI information of 
nodes onto the two-dimensional space by a SOM and then utilising the map for 
information searches. In the simulations, we examined the effect of using the  
two-dimensional map reduced from the original space of KANSEI information under the 
assumption that people have various KANSEI. We realised from the simulation results 
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that the proposed system is a more balanced system in terms of providing opportunities in 
which a searcher obtains the desired files and in which a searcher reaches other files. 
These results suggest that the proposed system is suitable not only for information 
searches that seek explicitly desired information but also for heuristic information 
searches such as searches for persons whose KANSEI are of interest to the searcher. 

In future work, we need to implement the system to demonstrate the effect of using 
the two-dimensional map, which is one of the advantages of the proposed system. 
Humans are good at finding some tendency included in geometric patterns, and in the 
proposed system, we can expect that a searcher finds some tendency included in the  
two-dimensional map and actively determines a node of a search object by considering its 
tendency. 
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