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Abstract: Collaborative engineering is a dynamic socio-technical activity 
where a team of stakeholders works collaboratively to make group decisions 
based on collective rationality. This paper examines various impossibility 
conditions and possibility requirements for the existence of collective 
rationality from both theoretical and practical standpoints. Arrow’s 
Impossibility Theorem is examined in light of the special characteristics  
of collaborative engineering problems. Since from a theoretical standpoint,  
no social welfare function can satisfy Arrow’s rationality conditions of  
group decisions, this paper suggests some practical methods to guide 
collaborative engineering teams through teamwork and task-work iterations  
to approach collective rationality systematically when making group decisions. 
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1 Introduction 

As the complexity and diversity of engineering tasks increase rapidly, collaborative 
engineering has become a common practice in industry to make group decisions that are 
beyond the expertise or responsibility of individual engineers. The goal of collaborative 
engineering is to exploit the synergy between social teamwork and technical  
task-work to improve the quality and efficiency of group decision making by engineering 
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teams (Lu et al., 2007a). In today’s highly-connected global economy, companies must 
rely on the best practice of collaborative engineering to stay ahead of competitions when 
designing, producing, operating and maintaining complex products, processes and 
systems. Unfortunately, human collaboration in general and engineering collaboration  
in particular is more of a practiced art than a scientific discipline to date. We can often 
see the beneficial results from good engineering collaboration; however our abilities in 
understanding, conducting and teaching these desirable collaboration practices are very 
limited. A major barrier to the study of collaborative engineering and improvement of its 
practice is the lack of correct understanding of rationality, or more precisely the 
collective rationality, concept in group decisions (Lu, 2008). How to improve engineering 
collaboration to meet the growing social responsibilities and technical demands is the 
challenge faced by the entire engineering profession. This challenge calls for better 
understandings and rigorous treatments of how to attaining collective rationality in 
collaborative engineering teams. 

Collective rationality has always been a highly contested subject within those 
research fields that are concerned with group decisions in various social sciences and 
engineering disciplines. Some examples in engineering include group design, system 
architecting, concurrent engineering, and collaborative engineering (Lu, 2006).  
Many sharply contrasting viewpoints and heated debates can be found in a wide range  
of literatures. Some have based their arguments literally on historical results,  
such as Arrow’s group-decision paradox from social choice research (Arrow, 1951)  
and von Neumann and Morgenstern’s utility formulation in game theory (Neumann  
and Morgenstern, 1944), to insist on a rigid position in which collective rationality  
in group decisions is never possible. Hence, they argue that the only viable means  
for groups to make decisions is to place full trust in a dictator who can (and will) 
incorporate everyone’s interests to make a rational decision unitarily. The implication of 
this belief is that, because collective rationality can never exist in theory, there are no 
intellectual merits or scientific values of study group decision in collaborative 
engineering practice. Meanwhile, other researchers have based their claims firmly on 
real-world evidences that, although the processes may not be most effective and the 
results are perhaps suboptimal, people one way or the other are always able to work out 
group decisions and reach joint agreements in practices (Scott and Antonsson, 2000). 
Therefore, they suggest that collective rationality must be somehow possible in real 
world; thus the above impossibility arguments are practically irrelevant and theoretically 
flawed – hence, they should be totally rejected. This position seems to imply that all is 
well with the intellectual bases of collective rationality; and therefore engineers  
can proceed to make group decisions without much hesitation or special caution.  
Both sides of this collective rationality argument keep accusing each other of failing  
to be theoretically rigorous or practically observant. As such, the debates of collective 
rationality continue, the progresses of group decision stall, and the practices of 
collaborative engineering suffer.  

Although engineers have long been making group decisions in practice, the collective 
rationality debate has greatly intensified in the engineering research community recently. 
This is mainly due to the growing demands for more formal treatments of collaborative 
engineering that requires engineering teams to systematical make group decisions for 
increasingly complex assignments. Rather than choosing sides in, or rejecting the 
necessity of, the above collective rationality debate, we think that there are important 
reasons to rigorously study the scientific foundation of collective rationality of group 
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decisions in collaborative engineering. However, we believe that those relevant theories 
and proofs from social sciences should not be taken literarily or applied hastily with  
only superficial consideration to make sweeping conclusions in engineering. Instead,  
we should thoroughly understand these social sciences knowledge (because collaborative 
engineering after all is a socio-technical activity) and carefully appraise them in light of 
the unique characteristics of engineering decisions, so that the theoretical requirements 
and practical limitations of collective rationality of group decisions in collaborative 
engineering can be better understood. Only through systematic investigations between 
engineering and social sciences knowledge can the collective rationality debates be 
settled and progresses made for collaborative engineering research. Unfortunately, such 
interdisciplinary investigations are very difficult for engineers who are unfamiliar with 
other non-technical disciplines, such as human cognition, macro economics, social 
choice, organisational behaviours and decision science, all of which are essential for the 
correct understanding of collective rationality in group decisions.  

The purpose of this paper is to help engineers overcome the difficulties in 
understanding the notion of collective rationality in group decisions so that this concept 
can be properly employed in collaborative engineering research and practice. From the 
theory side, we carefully examine the rationality conditions specified in Arrow’s theorem 
from social choice research to understand their theoretical limitations and practical 
implications with respect to the unique features of collaborative engineering practices. 
Our study concludes that, short of clean theoretical means to directly ensure the existence 
of collective rationality in group decisions via social welfare functions, other systematic 
group decision-making methods must be developed and employed to support engineering 
teams to make rational group decisions. As much as possible, the paper uses practical 
terminologies, concepts, and examples that are familiar by engineers to clarify the 
theoretical underpinnings and scientific results from social science researches. As such, 
some background materials presented in this paper may seem to be elementary for those 
readers with good social science knowledge. They are included here mainly for the 
benefit of engineering audiences, who are not familiar with these concepts based on their 
traditional engineering education. We hope that by using the plain language the paper can 
correctly depict collective rationality requirements, elucidate classical impossibility 
arguments, and explain some proven possibility conditions for engineers to benefit from 
social science results such as Arrow’s theorem. As well, the paper recommends some 
helpful strategies and useful methods which collaborative engineering teams can use  
to systematically improve and finally approach collective rationality during group 
decision making. 

1.1 Our prescriptive collaborative engineering research strategy 

To date, the group decision problem has been studied from both empirical and theoretical 
angles. On the practical side, social psychologists and management researchers  
have proposed various empirical guidelines for group decision practice in teams. 
Although these ‘descriptive’ approaches are based on the best-practice benchmark,  
they cannot ensure the rationality of resulted group decisions. On the theoretical  
side, social choice researchers and decision theoreticians have developed various 
mathematical approaches to analyse and evaluate collective rationality of group 
decisions. These ‘normative’ formulations, although having a rigorous foundation to 
guarantee rationality, are hardly applicable in group decision practices due to their highly 
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abstract modelling and idealised assumptions. As indicated in Figure 1, our collaborative 
engineering research has been focused on developing a theoretically-sound and 
practically-viable prescriptive approach between the two extremes of this spectrum. 

Figure 1 Our prescriptive collaborative engineering research strategy (see online version  
for colours) 

 

Our research goal is to establish a set of prescriptive guidelines, based on the rigorous 
theoretical foundation from social choice research and the practical considerations  
of collaborative engineering, which can direct group decision making toward collective 
rationality as much as possible. The key challenge is to strive for a good balance and 
maximise the synergy between the clean theoretical (or normative) and pure practical  
(or descriptive) approaches with sound scientific formulations and justifications. Based 
on systematic studies of collaborative engineering practices, we have established  
a scientific foundation of collaborative engineering (Lu et al., 2007b) with this 
prescriptive orientation. This foundation sets the overall roadmap for collaborative 
engineering studies, of which one of the focal points is to develop principles and 
frameworks that can help engineering teams to administrate and approach  
collective rationality in group decision making practices. Staring from the practical end 
(see Figure 1), we have developed a Socio-Technical Framework (STF) for collaborative 
engineering (Lu and Cai, 1999). The perspective model of the stakeholders, the process 
model of the tasks, and the conflict management model of the group decisions  
are the three key elements of STF. Then, a more detailed decision making process, called 
Socio-Technical Co-construction Process (STCP), is developed (Lu and Cai, 2001), 
which extends STF to model social teamwork and technical task-work in collaborative 
engineering as a dynamic, co-construction process that creates team agreements via 
Participative Joint Decisions (PJD). 

From the theoretical side (see Figure 1), we have investigated the foundations and 
limitations of the rationality conditions from Arrow’s theorem, and suggested some 
practical strategies to approach collective rationality based on unique features of the 
collaborative engineering practice. The results of this study are presented in this paper. 
The practical usages of our research in STF, STCP and collective rationality for 
collaborative engineering are enabled by a Real-world Engineering (RED) decision 
framework (Lu, 2007). The RED framework organises collaborative engineering as  
a social teamwork phase that strives for collective rationality of the team and a technical 
task-work phase that seeks for global optimality of the assignment (Lu, 2007).  
As indicated in Figure 1, the combined capabilities from STF, STCP, RED and the results 
of collective rationality studies described in this paper completes our prescriptive 
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collaborative engineering research that bridges the gaps between normative social choice 
research and descriptive group decision practice. 

2 Background and definitions 

In order to study collective rationality of group decisions in collaborative engineering 
with the right perspective, some background knowledge is necessary. This section 
presents the essential concepts and key definitions for readers to begin the correct 
understanding of this interdisciplinary subject. Section 2.1 explains what collaborative 
engineering is, and how it compares with the traditional engineering approach.  
Section 2.2 defines what a group decision is, and how it is different from an individual 
decision. Section 2.3 explains the collective rationality concept in group decisions,  
and clarifies its roles in multi-attribute decision-making problems in decision science 
research.  

2.1 What is collaborative engineering? 

Making real-world engineering decisions is never easy, because decision objectives and 
criteria are manifold, alternatives and consequences are unclear, and preferences and 
utilities are subjective. These difficulties greatly increase in collaborative engineering, 
where a team of engineers must jointly make group decisions to complete multi-faceted 
complex assignments. Because collaborative engineering involves social teamwork  
by multiple stakeholders and technical task-work amongst multiple objectives,  
the traditional reductionism philosophy from natural sciences and the classical 
optimisation framework from engineering analyses are inadequate to guide this practice. 
Section 2.1.1 presents a formal definition of collaborative engineering. Section 2.1.2 
explains the differences between social and brute realities, both of which must be  
dealt with when making group decisions in collaborative engineering. Section 2.1.3 
summarises the unique features of collaborative engineering practices, based on which 
some good group decision making strategies can be developed to improve collective 
rationality. 

2.1.1 A formal definition of collaborative engineering 

Collaborative engineering is a dynamic, socio-technical and team-based decision-making 
activity. It occurs whenever a team of stakeholders participates in a joint endeavour  
to make group decisions according to consensual agreements to accomplish  
complex assignments within (or across) the organisational boundary. Unfortunately,  
as an emerging practice, collaborative engineering has come to mean many things  
to many people. In order to study this subject correctly, we begin with a formal definition 
of collaborative engineering as: 

“Collaborative engineering is a dynamic socio-technical group decision-making 
activity where an interdisciplinary team of stakeholders, who have shared 
values, different perspectives, and multiple preferences, work jointly to 
establish collective rationality in teamwork and then, based on which, to attain 
global optimality in task-work to accomplish an assignment with a common 
goal and limited resources.” 
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Stated differently, collaborative engineering is a human-centred activity that involves  
a dynamic socio-technical decision-making process to maximise the synergy between 
technical task-work by individuals and social teamwork by a collective (i.e., a team  
of stakeholders). Unlike traditional (e.g., natural) science-based engineering activities 
that are mainly concerned with individual technical decisions in task-work, collaborative 
engineering must additionally deal with group decisions and social interactions  
in teamwork. It is important to note that, in order to collaborate effectively, stakeholders 
must work together as ‘teams’ in an organisation, rather than acting as individuals  
or ‘work groups’ in a large open community. In organisational studies (Hellriegel et al., 
1998), there is a major difference between what constitutes a ‘team’ and what  
a ‘group’ is. The main difference is that members in a team must share resources  
and outcomes (e.g., joint rewards or blames) to achieve a common goal via tight 
collaboration; whereas individuals in a working group may only share resources with 
others to improve their individual gains through loose coordination (Kozlowski and Bell, 
2003). For example, engineers assigned to a new product development project must work 
closely as a ‘team’; whereas students who study together in the library to prepare for the 
examination are more like a ‘work group’ (Lu, 2009). 

The integration between teamwork and task-work is the hallmark of collaborative 
engineering. This important synergistic process produces a ‘common understanding’  
of the given assignment among different participants, enabling them to ‘do the right 
things’ rationally as a collective in teamwork and then ‘do the things right’ optimally  
in task-work (Lu, 2007). Figure 2 shows an IDEF-0 (i.e., functional) description  
(IEEE, 1998) of the collaborative engineering process, which models teamwork and  
task-work as two different but interrelated ‘functions’ with inputs, controls/constraints, 
mechanisms, outputs, and feedbacks. 

Figure 2 IDEF-0 functional description of teamwork and task-work in collaborative engineering 
(see online version for colours) 

 

As shown in Figure 2, the input to the collaborative engineering process is an assignment 
given by an external party to the team. This assignment should come with a  
clearly identified ‘goal’ and some explicitly imposed corporate policies and/or implicitly 
assumed professional ‘values’ which team members are expected to follow.  
The collaborative engineering process starts with teamwork – a dynamic social 
interaction process whereby members (called stakeholders) first express their individual 
‘perspectives’ toward various proposals (e.g., possibilities on how to approach the  
given assignment) to creatively explore and jointly choose a ‘decision opportunity’  
that the team believes can best realise the set ‘goal’1 of the given assignment. As will be 
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explained in Section 2.2.1, ‘perspective’ is used here to represent the high-level 
preference of a decision body. Due to social interactions, stakeholders’ initial 
perspectives will dynamically evolve (and hopefully converge to a common one, leading 
to the establishment of collective rationality) as teamwork progresses. The jointly-chosen 
decision opportunity in teamwork represents a ‘common understanding’ among tem 
members regarding how they believe the team can best tackle the given assignment.  
This decision opportunity, in turn, defines a specific decision problem consisting of a set 
of decision objectives and evaluation criteria (Keeney, 1992). Next, team members must 
solve this self-defined decision problem collaboratively during task-work using their 
different ‘preferences’ toward multiple alternatives and consequences. The final outcome 
from this two-stage collaborative engineering process is a group decision that represents 
the optimised solution to the decision problem (achieved in task-work) defined by the 
decision opportunity chosen by all members (done in teamwork) as a rational collective. 
In order words, members of the collaborative engineering team must first attain collective 
rationality in order to rationally choose a decision opportunity in teamwork before they 
can proceed to optimally solving a decision problem in task-work. In short, collective 
rationality ensures that the group decision made by the collaborative engineering team 
can result in the best possible solution to the decision problem that maximises the 
decision opportunity chosen by team members to achieve the set goal of a given 
assignment. 

The hallmark of collaborative engineering is the team’s ability to systematically 
establish collective rationality in teamwork, such that the ‘two-heads-are-better-than-one’ 
benefits can be fully realised (Blinder et al., 2000). Because group decisions involve 
dynamic social interactions that influence human preferences and in turn change 
consensual agreements, the decision mechanisms and rationality requirements in 
teamwork of collaborative engineering are different from that for task-work in traditional 
engineering (where decisions are more static and assumed to be made by individuals). 
For individual decisions, the classic rational decision theory (see Section 2.3.1), which 
presumes a self-interested decision body with full rationality and unlimited resources,  
can be used (see Section 2.3.2). In these classic cases, individuals’ perspectives are static 
and decision preferences are assumed to be known, a priori; they are unaffected by social 
interactions taking place even when stakeholders work interactively in teams. 
Consequently, the rationality concept can be treated, more or less, statically and 
deterministically for individual decisions. In collaborative engineering, however,  
social interactions in teamwork always change individuals’ decision perspectives,  
which, in turn, alter their decision preferences in task-work. For these highly dynamic 
cases, collective rationality is a much more complicated notion, and is best pursued via 
the constructionist approach (Restivo and Croissant, 2008) from social sciences (verse the 
deterministic approach from natural sciences). As will be made clear later, dynamic 
perspectives and evolving preferences of stakeholders occurred during social interactions 
have significant impacts on if, and how effectively, the team can achieve collective 
rationality in collaborative engineering. 

2.1.2 Social and brute realities in collaborative engineering 

Collaborative engineering is a socio-technical activity that uses social teamwork  
to accomplish technical task-work. Teamwork is a social interaction process where 
stakeholders work together to deliberate various social reality concerns of the given 
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assignment (Hoegl and Gemuenden, 2001). Engineering task-work, on the other hand,  
is a technical problem-solving process where stakeholders employ brute reality 
knowledge to find solutions. Therefore, the notions of social reality in teamwork  
and brute reality in task-work (as indicated in Figure 1 by red and blue colours) are very 
important to the correct understanding of group decisions in collaborative engineering 
(Lu, 2009). 

Brute reality encompasses deterministic knowledge, which is independent  
of human preferences. Brute reality knowledge is always absolute, objective, and  
observer-independent; they exist in Nature irrespective of human’s interests – people 
cannot simply wish them away. Natural sciences use the determinism philosophy  
to discover brute reality knowledge which engineers must obey as absolute constraints 
when making technical decisions in task-work (e.g., to make sure that the designed 
product can function well in Nature). Social reality, on the other hand, consists of 
socially-constructed understandings based on human opinions and collective agreements 
influenced by social interactions (Collin, 2002). Comparatively speaking, social reality 
knowledge is relative, subjective, qualitative, and preference-driven than its brute reality 
counterpart. Social reality only remains valid when there are consensual agreements 
among concerned stakeholders. Engineers must understand social reality principles based 
on the constructionist approach (Holstein and Gubrium, 2007) to guide group decisions  
in teamwork (e.g., to make sure that the designed product is purposeful for the market). 
Since social reality concerns are always observer-dependent, they often lead to the  
so-called ‘under-determined’ outcomes (e.g., different teams of engineers work on the 
same product design assignment in teamwork can come up with complete different 
outcomes) (Lu, 2009). Under-determinism, which should not be confused with the 
‘chaotic’ phenomena in natural systems, is very common in social reality systems and can 
be best understood by the constructionist thinking. Unfortunately, under-determinism  
and constructionist are often alien ideas to engineers who hold a strong deterministic 
philosophy from the traditional engineering paradigm. 

The traditional (natural) science-based engineering paradigm focuses on 
understanding and applying brute reality knowledge deterministically to support the 
analyses of engineering decisions. In today’s engineering practice, while engineers  
have many science-based engineering models to analyse decision consequences, optimise 
decision objectives, and solve decision problems in brute reality, the deliberation  
of human preferences to rationally choose decision opportunities based social reality 
concerns is often left out for other professions (e.g., marketing and management 
personnel). As a result, many well-functioned technical artifacts fail on the market 
because their functions optimised with brute reality cannot rationally satisfy customer 
preferences according to social reality (Simon, 1996). To stay competitive, engineers 
must learn how to use social reality principles to consider human preferences, in the same 
manner and with the same rigorousness, as natural science knowledge is used to deal with 
brute reality constraints. This is especially important when engineering decisions involve 
multiple stakeholders with multiple objectives, leading to a dynamic socio-technical 
endeavour as in the case of collaborative engineering.  

2.1.3 Some special features of collaboration engineering  

Collaborative engineering assignments often have high degrees of complexity,  
which call for diverse expertise beyond what any individuals can achieve alone.  
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This is the chief reason for organisations to assemble engineering teams with shared 
responsibility and complementary knowledge to engage in collaborative engineering. 
Proper assembly of sufficient expertise among team members is critical for the  
success and effectiveness of collaborative engineering practice. If the combined  
expertise and aggregated experiences brought in by team members are sufficient  
for the given assignments, and if the team’s social dynamics is such that all members are 
encouraged to fully participate in making group decisions jointly (i.e., Participative  
Joint Decisions (PJD) (Drenth and Koopman, 2008) with no dictatorship), the team 
should be able to systematically establish collective rationality to jointly choose the  
most promising decision opportunity and then effectively obtain global optimality to 
solve this decision problem. In this way, group decisions for complex assignments can be 
made promptly by the team without exhaustive searches or expensive iterations, as would 
be the case for individuals. Innovative new options for group decisions also become more 
possible because of the diverse expertise and multiple perspectives contributed by  
the members. This ‘two-heads-are-better-than-one’ feature of collaborative engineering  
(i.e., based on combined knowledge and aggregated experiences) has significant 
implication on the possibility requirements of collective rationality of group decisions for 
complex assignments as will be explained in Section 4. 

Another distinguishing feature of collaborative engineering is the socio-technical 
nature of group decisions. In traditional engineering, decision making is mostly a 
technical activity by individuals where a decision opportunity (and its corresponding 
decision problem) is assigned by others. Engineers simply use brute reality knowledge of 
the problem domain to search for the optimal solution that maximises the given 
objectives (e.g., high performance, low cost, etc.). The decision objectives and evaluation 
criteria are treated as given conditions, leading to deterministic solutions to this 
externally assigned decision problem. Members of the collaborative engineering team,  
on the other hand, must first collaboratively choose the decision opportunity among 
themselves based on collective rationality established through social interactions during 
teamwork, before they can solve the self-identified decision problem to obtain global 
optimality during task-work. Since social interactions in teamwork are a dynamic process 
whose outcomes are non-deterministic (i.e., not predictable a priori), the final outcomes 
from collaborative engineering are always human-dependent. In other words, different 
teams and/or stakeholders work on the same collaborative engineering assignment can 
lead to different group decisions. Therefore, collaborative engineering is open-ended;  
its outcomes are not always deterministic as with the case of traditional engineering. 
Group decisions in collaborative engineering should be treated as a social construct 
(Section 2.1.2). As will be explained in Section 4, this social construction notion has  
a significant ramification on the meaning and existence of collective rationality of group 
decisions in collaborative engineering. 

Besides the high-complexity and socio-technical features, collaborative engineering  
is still a technical activity where many quantitative empirical and analytical models of the 
domain can be used for its solutions. This technical nature puts collaborative engineering 
in a different category than many other kinds of human collective endeavours studied  
in social sciences. As will be explain later, one of the main factors that determine  
the possibility of collective rationality is the ‘measurability’ of individual preferences.  
If stakeholders’ preferences are measurable, then their aggregations to establish collective 
rationality are possible (Keeney and Raiffa, 1993; Keeney, 1976). In general, qualitative 
measurements of preferences are harder to compare and aggregate than quantitative  



   

 

   

   
 

   

   

 

   

    Collective rationality of group decisions in collaborative engineering 47    
 

    
 
 

   

   
 

   

   

 

   

       
 

ones. For many social sciences activities (e.g., political election, for example) social 
reality is the main concern, domain knowledge is mostly qualitative, and human 
preferences are hard to quantify precisely. However, because of the technical nature  
of collaborative engineering task-work, many natural sciences domain models which are 
quantitative in nature with numerical representations can be used to evaluate and compare 
the relative merits of various alternatives. Some of these quantitative domain models  
can also be abstracted using various appropriation techniques (Osio and Amon, 1996)  
to develop qualitative surrogate models to support group decisions in teamwork at early 
stages of collaborative engineering. In short, due to the technical nature of engineering 
domain, quantitative measurements of possible consequences and stakeholder preferences 
are often possible in task-work (e.g., using detailed analytical models) and often probable 
in teamwork (e.g. using abstracted surrogate models). As will be explained later,  
this feature has a major impact on the existence of collective rationality in collaborative 
engineering. 

Lastly, like any real-world engineering tasks, collaborative engineering assignments 
are often constrained by many practical limitations which restrict the possible types  
of decision alternatives and preference profiles that should/can be considered by the 
collaborative engineering team. For examples, organisation strategies and/or company 
policies can often eliminate some otherwise viable alternatives to be considered; 
government regulations can sometime dedicate the preference directions which engineers 
follow to explore possible alternatives (Scott and Antonsson, 2000). As well, market 
competitions and/or past experiences can often lead to restricted types of preference 
profiles (e.g., single-peaked preference) for some decision alternatives. In short,  
when practical considerations and/or physical limitations are introduced, decision options 
are never unlimited and preference types are seldom unconstrained for real-world 
collaborative engineering assignments. This feature of restricted domains and limited 
preference types also has a great consequence for the possibility conditions of collective 
rationality of group decisions in collaborative engineering, as will be explained later. 

2.2 What is group decision? 

Broadly speaking, a Decision (D) can be a choice, a solution, a judgment, or an 
agreement resulting from some metal and cognitive processes by a decision body.  
A decision making activity (Ð) can be specified by triplets of objective, alternative and 
preference (Bell et al., 1988). An Objective (O) is a measurable milestone along the 
direction of attaining the goal of an assignment. An Alternative (A) is a possible option 
whose outcomes can potentially satisfy the set objective. A Preference (P) represents the 
decision body’s aptitude to judge, trade-off, and select an alternative to its/their liking.  
In order to analyse a decision systematically, the objectives must be clarified by 
measurable Criteria (C), the alternatives must be instantiated by possible consequences 
(X), and the decision body’s preferences must be articulated by meaningful Utilities (U). 
Because Ð {O(C); A(X); P(U)} = D, a (Ð) must carefully contemplate the specific forms 
and relationships of the {O(C); A(X); P(U)} triplets. 

A decision body can be either an individual or a collective. A group decision2 (G) is 
the result of (Ð) when the decision body is a collective that consists of multiple 
stakeholders who make the decision jointly. Given an assignment by the external body, 
collaborative engineering teams make such group decisions collaboratively to achieve a 
common goal. 
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2.2.1 A preference structure of decision making 

Preference (P), which represents human’s cognitive ability to select something  
over others, plays a central role in (Ð). Unfortunately, preference is highly subjective  
and driven by the decision body’s different cultural, societal, educational and 
professional backgrounds. As such, human preference is always a social construct  
(or it is socially constructible) (Lichtenstein and Slovic, 2006) – i.e., it can be 
dynamically influenced by the decision body’s social interactions with others. 
Furthermore, preference exists at multiple levels of detail and, therefore, can be 
expressed with varying degrees of specificity. This complication is especially apparent  
in group decisions; hence a more structural approach to preference is helpful. At a more 
abstract level, the decision body may just have some general inclinations or fuzzy 
viewpoints based on his or her broad backgrounds/experiences that can be used to 
qualitatively rank-order some preliminary ideas and/or initial proposals (e.g., potential 
directions of how to approach a given assignment). While at more detail stages,  
this general preference can develop into more specific ratings of the decision body’s 
explicit preferences based on some quantifiable criteria toward the consequences  
of decision alternatives. According to social psychology studies (Lichtenstein and  
Slovic, 2006), the development, specification, and transformation of one’s preference 
system in group decision making from abstract to detail, or vice verse, are also a ‘socially 
constructible’ dynamic process.  

Our research adapts a ‘Value-Perspective-Preference’ hierarchical structure to 
represent the human preferential system from abstract to detail in group decisions. 
‘Value’3 represents the highest (i.e., most abstract) level of a decision body’s preferential 
system, which is shaped by the long-term education, professional, cultural backgrounds 
and experiences (e.g., personal values). Additionally, there are also professional values  
that organisations would like (or require) engineers to follow when making decisions 
(e.g., corporate business ethics). These personal and professional values, both are social 
reality constructs, in turns, shape stakeholders’ next-level liking in their preferential 
structure called ‘perspective’. Perspectives refer to the stakeholder’s general, but still 
comparatively qualitative, viewpoints (or attitudes) toward various decision opportunities 
being considered. Finally, the decision body’s perspectives determine their ‘preference’ 
which represents the stakeholder’s most detailed preferential system toward specific 
consequences of alternatives with respect to some quantifiable criteria of decision 
objectives of the decision problem.  

This ‘Value-Perspective-Preference’ hierarchy of group decisions matches well with 
the teamwork and task-work collaborative engineering process described in Section 2.1.1 
(see Figure 1). The collaborative engineering process is initiated when an assignment 
with a specific goal and a set of established professional ‘Values’ is given to the team.  
In teamwork, members first express their ‘Perspectives’ toward some preliminary 
proposals proposed by the team (e.g., strategies and approaches on how to best achieve 
the goal of the given assignment) to collectively choose (i.e., agree on) a specific decision 
opportunity to pursue. Aggregations of stakeholders’ initial Perspectives, which are  
a social reality notion expressed as qualitative utilities (Section 2.2.2), lead to collective 
rationality which underlines the team’s rational choice of the decision opportunity.  
This chosen decision opportunity from teamwork, in turn, defines a specific decision 
problem (with a set of agreed-upon decision objectives and evaluation criteria) (Keeney, 
1992) to be solved by the team during task-work. Next, team members express and 
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compare their individual ‘Preferences’ toward multiple alternatives to seek global 
optimality of the solution which maximises the set objectives with given criteria of the 
decision problem. Specific Preferences are treated as a brute reality concept expressed as 
quantitative utilities (see Section 2.2.2) to drive the optimal solution to this decision 
problem. In short, the decision body’s high-level ‘Values’ drive their qualitative 
‘Perspectives’ to rationally choose a decision opportunity in teamwork, which  
in turns establishes their quantitative ‘Preferences’ to optimally solve a decision problem  
in task-work. This progressive structure of Value (inherited in the assignment), 
Perspective (expressed during teamwork), and Preference (articulated during task-work) 
is very important to the proper understanding of collective rationality in group decisions 
in collaborative engineering. 

2.2.2 Represent decision preferences with ordinal and cardinal utilities  

A common way of using preference in decision making is to introduce the concept of 
utility4. In general, a Utility (U) is defined as a measure of the expected ‘true worth’ of an 
outcome (e.g., relative satisfactions gained by obtaining or losing different consequences 
of alternatives). Economists have carefully distinguished between two kinds of utilities: 
cardinal utility and ordinal utility. Ordinal utility captures only qualitative ranking,  
but not the strength, of decision preferences (Debreu, 1954). On the other hand, cardinal 
utility additionally includes the quantitative magnitude of preference strength  
(Kenney, 1976). For example, one way of quantifying cardinal utility can be an 
alternative’s probability of achieving an objective (Neumann and Morgenstern, 1953). 
Both utility kinds of formulation assign real numbers (e.g., utils) to consequence (X) of 
Alternative (A). For example, suppose an A(Xa) has utility of 120 utils, A(Xb) has a utility 
of 80 utils, and A(Xc) has a utility of 40 utils. With ordinal utility, it would only  
be possible to say that A(Xa) is preferred to A(Xb) to A(Xc), but no more. This is  
because ordinal utility treats the quantitative differences in utils as behaviourally 
meaningless – the ordinal utility values only encode an ‘ordering’ between alternatives, 
but nothing to quantify the relative strengths of preferences. However, with cardinal 
utility, it could be concluded that A(Xa) is exactly the same amount better than A(Xb)  
as A(Xb) is better than A(Xc). Because of the richer information content, more  
(e.g., interpersonal comparison and aggregation of preferences) can be done with cardinal 
utility than its ordinal counterpart.  

The different representational powers of ordinal and cardinal utilities are significant 
to decision making in collaborative engineering, because the aggregation possibilities  
of human preferences are essential to the existence of collective rationality of group 
decisions. Depending on whether the decision is concerned with social reality in 
teamwork or brute reality in task-work, stakeholder’s preference system, according  
to the “Value → Perspective → Preference” hierarchy as explained in Section 2.2.1,  
can be expressed by different kinds of utilities. In general, high-level Perspectives,  
which underline the rational choice of decision opportunities in social reality during 
teamwork, are more abstract and quantitative. They are socially constructible, and hard  
to compare and aggregate across multiple stakeholders. Hence, ordinal utility is the most 
practical (and oftentimes the only possible) way to represent the Perspective in social 
reality for group decisions during teamwork. On the other hand, detail-level Preferences, 
which derive the optimal solution of a decision problem in brute reality, are relatively 
specific and quantitative. Comparatively speaking, they are more measurable with 
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quantifiable units, and hence are easily comparable and can be aggregated across multiple 
stakeholders. This is especially true for collaborative engineering due to the technical 
nature of its task-work (i.e., many quantitative domain models are available, as explain in 
Section 2.1.3). Therefore, cardinal utility is used in task-work to represent the Preference 
in brute reality when seeking global optimality for multiple objectives during task-work. 
In summary, we use ordinal utility to represent to the decision body’s qualitative 
Perspectives (i.e., high-level preferences underline collective rationality) in social reality 
during teamwork, and cardinal utility to represent the decision body’s quantitative 
Preferences (i.e., specific-level preferences underline global optimality) in brute reality 
during task-work. 

2.2.3 From individual decisions to group decisions 

With the above definitions, we are now able to explain the difference between individual 
and group decisions. When the decision body is an individual (or if all members  
act unitarily), the result of (Ð) of is an individual decision (D). When a decision is made 
by a collective that consists of multiple individuals (called stakeholders, S) with different 
perspectives, the result of (Ð) is a group decision (G). It should be noted that there exist 
different philosophical views toward the relationship between (D) and (G) in the research 
community. Some believe that all decisions are in fact individual decisions (Buchanan 
and Tullock, 1965); i.e., (Ð) is never a real group activity. These people consider, in most 
cases, individuals make decisions independently as ‘agents’ for others (e.g., engineers 
make decisions for their teams or companies). Individuals must conform to the agreement 
they have made in accepting the responsibility to act as agent (Howard and  
Matheson, 1989). In other situations, the decision body may act as the ‘principal’  
(e.g., the organisation to which engineers belongs) who devolves some decision making 
authorities upon an agent. The principal in this case is also making an individual decision 
in that devolution. Thus, whether as principal or agent, everyone is exercising individual 
decision making. This leaves no room for group decision making, always except that 
when individuals in the group must act collectively in accordance with, or in searching 
for, a single agreement. 

Meanwhile, one could also take the view that no decision is ever a true individual 
decision in (Ð). In the above cases, it may appear superficially so; but when we probe 
further we recognise how interrelated all decisions are with one another and any decision 
is the result of some group interactions (Keeney and Raiffa, 1993), with or without an 
explicitly assembled collective as the decision body. Certainly, a cyclic argument can be 
made that each group choice is ultimately determined by individual’s decisions within  
the collective, and hence there are no true group decisions. In our opinion, attempting  
to resolve the philosophical arguments between (D) and (G) would not substantively 
contribute to the topic of our interest. Instead, we will focus the collective rationality 
discussion for those (Ð) where multiple stakeholders, working in an explicitly assembled 
collective as a team (rather than just a work group), are actively participating in making  
a single Group decision (G) jointly. This (G) made by the entire collective5 is also called 
a team agreement in our research. Collective rationality must be established by the 
stakeholders themselves (as oppose to be imposed by a third party) in order to make  
a Group decision (G) in collaborative engineering. 

We should also point out that the classical decision analysis paradigm in decision 
science research is mainly suitable for supporting individual Decision (D), whether  
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the decision body is a principal or an agent (Kleindorfer et al., 1993). These analysis 
techniques can build an extra-personal decision model that can show the recommended 
alternative when various choices relevant to each stakeholder were used; and such 
analyses might be quite helpful in understanding the various positions of the parties 
involved. However, the Group decision (G) cannot be understood directly using these 
classical decision analyses, in the sense that would be appropriate for an individual 
Decision (D). Simply stated, the study of collective rationality in Group decision (G) 
cannot be solely based on classical decision analysis techniques. Rather, we must seek 
additional knowledge from other related disciplines, such as social choice research, that 
directly address the aggregation of the preferences of the many to a consistent group 
preference of the few (i.e., the collective).  

2.3 What is collective rationality? 

Rationality is an important concept in decision making, especially when the decision 
body must collaboratively synthesise various social reality concerns to make a collective 
choice among multiple alternatives. As such, rationality has been studied extensively  
in many social science disciplines, such as philosophy, cognition, sociology, economics, 
and decision science, etc. Unfortunately, the rationality concept is often misunderstood 
by engineers, who are more familiar with the optimality concept often associated  
with brute reality knowledge. From both theoretical and practical viewpoints, rationality 
and optimality are two different notions (Lu, 2008). The former is always subjective  
and is best approached with the constructionist thinking in social reality (Holstein and 
Gubrium, 2007); whereas the latter is more objective and can be investigated based  
on the reductionism philosophy in brute reality. In fact, we believe that several 
impossibility arguments insisted by some engineering researchers are the direct result  
of the confusion between collective rationality and global optimality. In this section,  
we well clearly define the concept of rationality (see Section 2.3.1), bounded rationality 
(see Section 2.3.2), and compare it with that of optimality (see Section 2.3.3). 

2.3.1 Rationality and rational decisions 

The word ‘rational’ is derived from the Latin word ‘ratio’ which means ‘reason’.  
To be rational means having or exercising the ability to reason well in decision making. 
Hence ‘rationality’ generally refers to the quality (or state) of being rational in human’s 
decision or action. Rationality is a hallmark of human cognition and rational decision 
making. It is characterised by the systematic reasoning ability of a decision body 
(individual or collective) to identify essential objectives to achieve the set goal, select 
proper criteria to characterise the objectives, estimate possible consequences to depict  
the alternatives, and articulate expected utilities to express the preferences. We should 
note that ‘rationality’ is a different, and broader, concept than ‘logic’ in scientific 
pursuits. The former includes ‘uncertain but sensible’ choices (or actions) based on 
probability, expectation, experience, and personal preferences; whereas the latter deals 
with provable facts and demonstrably valid relations between them (Power, 2004). 

Rationality has different implications and requirements in the two reality regimes  
(see Section 2.1.2). In brute reality where knowledge is absolute, rationality  
can be treated as an objective notion that is closely linked to the concept of truth  
(i.e., proof-ability). In fact, if the world were only governed by pure brute reality,  
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the proof-ability and rationality would become indistinguishable. In such an idealised 
‘black-and-white’ world, a decision is either rational (i.e., true) or it is not (i.e., false) 
 – there is no gradation, since there is no progression between valid and invalid 
knowledge according to natural sciences. However, as soon as social reality  
enters the world, rationality has more rooms for subjectivity by decision makers.  
Here, rationality refers to those sensible (and reasonable) human choices, agreements,  
or actions according to the Science of the Artificial (Simon, 1996). Rationality becomes  
a relative concept in social reality. As far as the social reality is concerned, all that  
is required for a decision body to be ‘rational’ is that he or she believes X, and that if X 
then Y, so he or she chooses/does Y. Such a rational choice/action with respect to social 
reality is regardless of whether the logical relationship between X and Y is true (or false) 
in brute reality. In an extreme case where the world was completely governed by pure 
social reality without any brute reality consequences, the concepts of rationality and 
proof-ability would become totally distinguishable. 

Based on the classic Rational Choice theory (Elster, 1986) that models decision 
making (Ð) as a choose procedure (see Section 2.2.1), the ‘rationality’ of the decision 
body can be characterised by its aptitude to choose the most ‘gainful’ Alternative (A) 
whose Consequences (X) can yield the maxima utilities to meet the Criteria (C) of a given 
Objective (O). Unfortunately, with this classical formulation, the rationality notion which 
originated as a social science notion becomes somewhat intermingles with the optimality 
concept that has been studied extensively in engineering research as a brute reality  
idea. However, as will be made clear later that, especially when multiple stakeholders 
(i.e., S > 1) making group decisions (D) for multiple objectives (i.e., O > 1), a globally 
optimised solution is not the collectively rational choice. Collective rationality is a human 
endeavour in social reality to derive choice functions and global optimality which  
is a technical activity in brute reality to seek optimised solutions must be treated 
differently in engineering decisions. Direct conversions between collective rationality and 
global optimality, although may be tempting in practice, are theoretically invalid.  
Correct understanding of the implications and requirements between the two notions  
in the contexts of social and brute realities is very important, because engineering 
decisions, especially group decisions in collaborative engineering, always involve both 
concepts at the cross-section between two different reality regimes. 

2.3.2 Bounded rationality and satisfying in decision making 

Collaborative engineering decisions must not only deal with brute and social realities,  
but also be guided by the practical limitation to rationality, called ‘bounded rationality’ 
which is a important concept developed from modern organisational behaviour research 
(Simon, 1956). In the classical rationality model, some rather unrealistic assumptions 
about the decision body and the world are made (Savage, 1954). They include: 

• the decision body has precise information about exactly what will occur under any 
choice made; i.e., no uncertainties of consequences are considered 

• the decision body has the unlimited cognitive ability to weigh every option against 
every other option; i.e., no constraints on resources are imposed 

• the decision body is always aware of all possible options; i.e., no limits on 
information and knowledge are allowed. 
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While many social science studies assume that humans can be reasonably approximated 
as ‘rational’ entities, most classical economics theories presume that people are always 
‘hyper-rational’ (Young, 2001), and hence would never do anything to violate their 
preferences. However, real people, including engineers, are only ‘partly rational’ in their 
thinking, and sometimes are even emotional (or irrational) in parts of their decisions.  
In other words, in real-world decision making, there are always practical limits on the 
extents of human rationality. These limits are most apparent when decisions are made in 
the organisational settings, such as many collaborative engineering decisions which take 
place in corporate environments where resources (e.g., time, information, budget, etc.) 
are always limited.  

We should understand that the bounded rationality concept does not reject the goal  
of trying to be rational (Simon, 1956); but it acknowledges the fact that, as much  
as people wants to be rational, there are always practical limits on how much rationality 
one can realistically achieve and afford in practice. Because of these realistic bounds  
on rationality, the decision body often lacks the cognitive capacities and/or practical 
resources to maximise (or optimise) their decisions in a strict manner in real-world 
decision making (Simon, 1956). But rather, the best they can do is to try to ‘satisfice’ 
(Simon, 1956), i.e., to select the first option that meets a given need or select the option 
that seems to address most needs rather than seeking the absolute ‘optimal’ solution that 
maximises all needs. Stated more formally, an alternative is optimal, if there exists a set 
of criteria that permits ‘all’ alternatives to be compared and the alternative in question is 
preferred by these criteria to all other alternatives (March and Simon, 1958). On the other 
hand, an alternative is satisfactory, if there exists a set of criteria that describes minimally 
satisfactory alternatives and the alternative in question meets or exceeds all these criteria 
(March and Simon, 1958). The ‘satisficing’ and ‘bounded rationality’ notions have 
significant implications in understanding the collective rationality concept in engineering 
decisions, which are always exercised with respect to limited resources, and an 
approximate (rather than exact) model of the actual situation. The elements of the 
situation are not given or static, but are themselves the outcome of dynamic sociological 
processes, including engineers’ own decisions and the activities of others in the 
engineering team. 

Unable to persistently seeking the absolute best via optimisation, engineers must try 
to strategically satisfy the absolute necessity instead in the most rational manner. This is 
true even when they face pure brute reality technical problems where complete 
knowledge is available (at least in theory) but practical resources, such as time and 
information, are limited. Organisational behaviour researchers have noticed that the 
satisficing approach occurs most often when a group of people looks towards a joint 
decision that everyone can agree on, even if it may not be the absolute best choice  
for every individuals in the group. We should note that in many real-world 
circumstances, a decision body might be totally uncertain about what really constitutes  
a satisfactory or a best outcome. If they choose the alternative which they ‘believe’ has 
the “maximum chance of being satisfactory”, then this satisficing group decision will be 
in fact ‘theoretically’ indistinguishable from that of an optimising one (Bordley and 
LiCalzi, 2000). In this case, the rationality of a satisficing or an optimising decision 
becomes essentially isomorphic. But still, as will be made clear in Section 2.3.3, 
rationality for an optimised decision is conceptually different from that for a satisfied 
one. This difference is most significant when collective rationality is sought by multiple 
stakeholders to satisfy multiple objectives in collaborative engineering practice. 
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2.3.3 Rationality vs. optimality in engineering decisions 

Engineers must understand the difference between rationality and optimality in decision 
making to correctly deal with group decisions in collaborative engineering. Besides  
their dissimilar philosophical grounds, the practice difference between the two concepts 
is stemmed from the ‘satisfying’ and ‘bounded rationality’ notions discussed in  
Section 2.3.2. Decisions made with bounded rationality to satisfice the given objectives is 
certainly not ‘optimal’ in an absolute sense, but should be as ‘rational’ as possible  
(or practical) to satisfy the preferences or fulfill the purposes of the stakeholders.  
In an ‘idealised’ world where full rationality is possible, the disparity between rationality 
and optimality would blur. In the real-world, however, the bounded rationality and the 
satisfice concept bring their differences to the front burner in engineering decisions. 
Turning a blind eye on these differences is asking engineers to ignore all practical 
limitations of rationality that they must face in decision making, or demanding them to be 
always hyper-rational in their decisions. Neither is realistic in engineering practice.  
In many circumstances, a decision body might be totally uncertain about what actually 
constitutes an ‘optimal’ outcome due to the resource and/or information limitations 
resulted from bounded rationality. In these cases, if the decision body chooses  
the alternative which they rationally ‘believe’ has the “maximum chance of being  
the best satisfactory option”, then this ‘satisficing’ choice made in practicality  
is conceptually the same as that of an ‘optimising’ one in their minds (Bordley and  
LiCalzi, 2000). Nevertheless, in the real world where bounded rationality always rules, 
rationality of an optimised solution in theory is different from that of a satisfied choice  
in practice. This difference cannot be ignored, especially when the decision opportunity 
must be agreed upon by a collective and the decision problem must be solved under 
multiple objectives. 

To study collective rationality in group decisions properly, one must understand  
that optimality is a brute reality concern and rationality is a social reality issue.  
In our research, we define rationality as “making the most prudent choice to address 
social reality concerns” and optimality as “realising the best performance solution  
based on brute reality constraints”. Referring to the Value-focused Thinking approach 
(Keeney, 1992), rationality underlines the rational choice of a decision opportunity and 
optimality drives the optimal solution of a decision problem. Rationality which strives to 
‘do the right thing’, must precede optimality which attempts to ‘do the thing right’, – the 
former is the guidance to, and the anchor of, the latter in decision making (Lu, 2008).  
A decision body is ill-advised to optimise a decision problem before rationalising the 
choice of a decision opportunity that defines this decision problem. An optimised 
solution of an irrational choice is not useful in any case. Similarly, when multiple 
stakeholders face many objectives, such as group decisions in collaborative engineering, 
collective rationality in teamwork is the prerequisite of global optimality in task-work.  
In these situations, engineers can only optimise multiple objectives of the given 
assignment ‘after’ collective rationality among many stakeholders is established.  
Global optimisation without collective rationality is doomed to fail; trying to justify  
the rationality of a collective choice (e.g., a decision opportunity) after carrying  
out the optimisation of its solution (e.g., a decision problem) is risky. Therefore, although 
both collective rationality and global optimality play important roles in group decisions, 
the former must be understood thoroughly first (and foremost) in collaborative 
engineering research. 
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Table 1 summarises and compares the different collaborative engineering, group 
decisions and collective rationality concepts discussed in Section 2, which establishes  
the necessary background for a systematic understanding of impossibility and possibility 
conditions of collective rationality. 

Table 1 Key concepts of collective rationality of group decision in collaborative engineering 

Collective rationality of group decision in collaborative engineering  

(Social) Teamwork (Technical) Task-work 
(Subjective) Social reality (Objective) Brute reality 
Constructionist approach Determinism approach 
To ‘Do the right thing’ Rationally To ‘Do the thing right’ Optimally 
Collective rationality among multiple stakeholders Global optimality among multiple objectives 
Qualitative/Discrete option space Quantitative/Continuous option space 
Ordinal utility (Ranking) Cardinal utility (Rating) 

Common value → Qualitative perspectives → Quantitative preferences 

3 Impossibility of collective rationality in group decisions 

Rational individuals in a team must participate in group decisions based on collective 
rationality. The key question is if, and how, one can find some consistent ways  
to aggregate a set of private individual preference profiles into a single shared team 
preference so that a rational group decision can be made collaboratively by all members 
of the collective as a single whole. This section explains some classical theories and 
proven principles from existing social science research that address collective rationality 
(or the lack thereof) in group decisions. As an example from social choice research, 
which is an economics discipline that studies collective rationality, Section 3.1 presents 
the mathematical formation of collective rationality via a social welfare function. 
Arrow’s Theorem is then explained in Section 3.2, which led to the conclusion  
of impossibility of rational group decisions under some specific collective rationality 
conditions, whose details are explained in Section 3.3. The famous group decision 
paradox derived from Arrow’s seminal work is then presented in Section 3.4.  

3.1 An example mathematical formulation of collective rationality 

Collective rationality has been extensively studied in many subfields of social  
sciences that are concerned with Multi-Stakeholder Choice (MSC) problems. Different 
formulations and approaches exist. Some examples include microeconomics (e.g., social 
choice), sociology (e.g., social co-construction), and decision sciences (e.g., collaborative 
negotiation). In social choice research (Arrow, 1963), for example, a MSC problem  
is mathematically defined as: 

W = f (w1, w2, …, wn), where w is ‘welfare’, and  

∂f/∂wi > 0 for all i € {1, …, n} and n ≥ 2. 
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This formulation says that the Welfare (W) of the collective is a function of the welfare 
(or interests, preferences) of all individuals belonging to this collective of n members 
(note that the collective must have at least two members); and the collective welfare 
function that is good for the collective must result in increasing welfare for every 
member, indicating by positive derivative of the function (Gaertner, 2006). Since Welfare 
(W) is a rather vague concept and is linked to human preference which is subjective,  
one can be more specific by representing (or quantifying) the Welfare (W) as ‘utility’  
(in the same manner as preference is quantified by utility, see Section 2.2.2). Then,  
the above welfare formulation can be restated as (Gaertner, 2006): 

U = k (u1, u2, …, un), where u is ‘utility’, and  

∂g/∂ui > 0 for all i € {1, …, n} and n ≥ 2. 

Certainly, both functions f and k can take many different mathematical forms; each 
specifies how the collective should behave in making group decisions (i.e., how to 
aggregate multiple individual preferences to form a single group preference). Some 
typical examples for the case of two stakeholders (n = 2) include: 

1 1 2 2 1 2

1 2

1 1 2 2 3 1 2 1 2 3

Linear additive: , where > 0, and > 0
Exponents multiply: • , where > 0, and > 0
A mixed form:  ( • ), where > 0,  > 0, and  > 0.

U c u c u c c
U u u
U c u c u c u u c c c

α β

α β

α β
= +

=

= + +

 

Many other forms of aggregation function are also possible. A particular one that is of a 
special interest to rational group decisions in social choice research is called a “Social 
Welfare Function” (SWF) (Arrow, 1963). To be qualified as a SWF, its behaviours, 
properties and conditions (e.g., preference aggregation rules) must be precisely defined, 
so that collective rationality (or the lack thereof) of the group decisions resulted from the 
application of this SWF can be systematically predicted, evaluated and validated.  
Here, we use R to represent a specific SWF (i.e., a social preference order or an 
aggregation function) over ‘all’ conceivable social states (i.e., all available alternatives), 
A = {a, b, c, …, m} where m ≥ 3 (i.e., more than three alternatives are available to the 
collective). Social choice scientists call this specific SWF R ‘rational’ (or having 
achieved collective rationality), if, and only if, it satisfies the following three basic 
properties (Arrow, 1963): 

1 Reflexive → for all a € A: aRa 

2 Complete → for all a, b € A, and a ≠ b: aRb or bRa 

3 Transitive → for all a, b, c € A: (aRb and bRc) then aRc. 

The above reflexive and complete properties should be immediately obvious. However, 
the transitive property of R needs further comments. Unlike reflexivity and completeness, 
transitivity R can have different degrees (or extents), such as strict-transitive  
(defined above), quasi-transitive (Gibbard, 1973), and acyclical in decision-making 
practice (Gaertner, 2006). The latter two are formulated as follows: 

Quasi-transitive → for all a, b, c € A* that is a subset of A: (aRb and bRc) then aRc; 

Acyclical → for all a, b, c € A: (aRb and bRc), then it is NOT the case that cRa. 



   

 

   

   
 

   

   

 

   

    Collective rationality of group decisions in collaborative engineering 57    
 

    
 
 

   

   
 

   

   

 

   

       
 

All social choice research asks the same key question:  
“under what specific conditions that we can be assured of the existence of R 
that has the above reflexive, complete, and transitive properties such that 
collective rationality of the social choice (e.g., a rational group decision) made 
by R can be always validated and strictly guaranteed?”  

Stated differently, if R, which has the reflexive, complete and transitive properties,  
can satisfy a particular set of rationality conditions then collective rationality will be 
guaranteed to exist in group decisions produced by this SWF R. So, what should be the 
‘minimal’ set of these rationality conditions, and how ‘reasonable’ are they in different 
practical applications? In fact, this question and its different answers have been at the 
centre place of the collective rationality debate in social choice research as will be 
explained next. 

3.2 The impossibility of collective rationality: Arrow’s Theorem 

In 1950, Kenneth Arrow introduced an approach to analyse group decision making on 
social science issues that concern all members as a collective. The Arrow’s Theorem 
concerns with the problem of aggregating multiple preferences of several individuals 
over a set of alternatives into a single common preference order over the same 
alternatives, such that this aggregated preference order can be seen as the group 
preference (or collective rationality) of the group as a whole (Arrow, 1951). This theorem 
has become the most well-known criteria for stating and contemplating the necessary, 
existence, and sufficient conditions of collective rationality in group decisions for many 
problems.  

Formally stated, it is supposed that in a group with multiple stakeholders  
(hence, multiple preferences), a collective choice has to be made by the group from a set 
of alternatives Ai (where i = 1, ..., n, and n > 3), and that each individual stakeholder  
Sj (where j = 1, ..., m, and m > 2) of the group has a different preference order over these 
set of alternatives. Arrow asked a simple, yet very fundamental, question: how the group 
should decide what is the alternative that they judge ‘best’ as a collective? 6 One way to 
answer this question is to search for a ‘group decision function’ (or a SWF R as defined 
in Section 3.1) that can map an ordered collection (or a profile P) of individual preference 
orders Öj (where j = 1, ..., v) over the set of alternatives Ai (where i = 1, ..., n) to a 
collective preference order Ö over the same set of Ai. To be ‘rational’, this group decision 
function R should produce a reflexive, complete and transitive collective ranking of 
alternatives that allows for both strict preference (Ai > Aj) and equivalence (Ai ~ Aj) 
(Arrow, 1963). In other words, collective rationality calls for R to always map a profile  
of individual preference orders of the many (i.e., from multiple individuals) to a group 
preference order for the few (i.e., for the whole group), and the resulting group preference 
relation must be reflexive, complete and transitive in order to be called rational  
(or having achieved collective rationality). 

3.3 Specific collective rationality conditions of Arrow’s Theorem  

The Arrow’s Theorem (see Section 3.2) specifically considers the following 
requirements, constituting a set of reasonable conditions (herein called Arrow’s 
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Collective Rationality Conditions) of a fair (e.g., democratic and rational) group 
preferential ranking method for evaluating R (Arrow, 1951): 

• Non-dictatorship (called Condition D): the SWF R should not simply follow the 
preference order of a special individual while ignoring all others. 

• This collective rationality condition says that R must be sensitive to more  
than the wishes of a single stakeholder in the group. In other words, there  
is no single individual whose preference order ‘alone’ can determine the group 
preference order for the whole group (i.e., no dictatorship). This means that the 
following, for example, must NOT be true: “the group preference order, Ak is 
preferred to Al, if and only if a stakeholder S1 prefers Ak to Al”. 

• Unrestricted domain or universality (called Condition U): the SWF R should create a 
‘deterministic’ and ‘complete’ societal preference order from ‘all-and-every’ 
possible set of individual preference orders.  

• In other words, R must lead to a result that can rank ‘all’ possible choices of 
alternatives relative to one another. R must be able to process all such possible 
sets of stakeholder preferences, and it should consistently give the same result 
for the same profile of stakeholders – no randomness is allowed in the 
application of R. More precisely, it means that no profile of individual 
preference orders Öj over any alternatives can be ‘excluded’ from the 
consideration. In essence, it requires that R must be able to deal with every 
combination of all alternatives as well as all types of preferences in the 
application domain. 

• Independence of irrelevant-alternatives (called Condition I): this condition says that 
if we must restrict our attentions to a subset of alternatives and only apply the SWF 
R to those, then the result from this narrowed consideration should be compatible 
with the outcome when the whole complete set of options is considered. 

• The Condition I means that any changes in individuals’ rankings of irrelevant 
alternatives (i.e., ones that are outside the subset of current attention) should 
have no impact on the societal ranking of the relevant (i.e., currently considered) 
subset. In practice, this condition can be seen as a restriction  
on the sensitivity of R. In other words, if Ak is preferred to Al in a profile  
of individual preference orders over a set of alternatives and if an alternative 
(unequal to either Ak or Al) is removed from, or added to, the set of alternatives 
such that the individual preferences over the reduced, or expanded, option set 
don’t change, then Ak is again preferred to Al in the profile of the group 
preference order over this reduced (or extended) alternative set.  

• Monotonicity or positive association of social and individual values  
(called Condition M): if an individual modifies his/her individual preference  
order by promoting a certain alternative over others, then the societal preference 
order should respond only by promoting that same alternative or at least not 
changing it (i.e., never by placing it lower than before).  



   

 

   

   
 

   

   

 

   

    Collective rationality of group decisions in collaborative engineering 59    
 

    
 
 

   

   
 

   

   

 

   

       
 

• This collective rationality condition simply says that an individual should not be 
able to hurt an alternative in group decisions by ranking it higher for himself or 
herself.  

• Non-imposition or citizen sovereignty (called Condition S): every possible societal 
preference order should be ‘achievable’ by some set of individual preference orders. 
This means that the SWF R is mathematically ‘surjective’.  

• In mathematics, a function F is said to be surjective (or ‘onto’) if its values span 
its entire co-domain; that is, for every Y in the co-domain, there is at least one X 
in the domain such that F(X) = Y. Said another way, a function F: X → Y is 
surjective, if and only if its range F(X) is equal to its co-domain Y.  

Another (and a somewhat ‘stronger’) version of Arrow’s theorem was derived later 
(Arrow, 1963) by replacing the above Monotonicity and Sovereignty conditions together 
with a new condition as follow: 

• Pareto efficiency (called Condition P): if every individual stakeholder prefers  
a certain alternative to another, then so must the resulting group societal preference 
order. 

• This collective rationality condition is, in fact, a demand that the SWF R will be 
minimally sensitive to the specific shapes (or particular properties) of the preference 
profile of individuals. In other words, if alternative Ak is preferred to alternative Al in 
all individual preference orders Öj in a profile P, then Ak must be preferred to Al in 
the group social preference order Ö. Because this Pareto Efficiency condition is more 
concise and easier to understand than the combined effects of the above 
Monotonicity and Sovereignty requirements, we will use it instead of the conditions 
M and S in our remaining discussions. 

In summary, Arrow concluded that: 
“The above four rationality conditions together represented a minimal set  
of requirements for a social welfare function (SWF) to ensure the existence  
of collective rationality in group decisions with at least two stakeholders and 
minimally three alternatives.” 

Based on this conclusion, Arrow’s General Possibility Theorem states that “there is no 
SWF that can satisfy the above four collective rationality conditions at once”. Stated it 
differently, collective rationality cannot be guaranteed for group decisions derived from  
a SWF which fail to satisfy the above four conditions simultaneously. This statement  
is more commonly called Arrow’s Impossibility Theorem (Arrow, 1963). We should note 
that Arrow, by no means implied that these four conditions exhausts the complete set  
of requirements that can reasonably be posed to evaluate collective rationality in group 
decisions (Franssen, 2005). He only proved that the list of these four conditions, if they 
are imposed ‘together and at once’, is already too long that, as soon as the number  
of alternatives to choose from is equal to or greater than three, it is impossible for a SWF 
between at least two stakeholders to find a R that can completely satisfy all the four 
collective rationality conditions. 
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3.4 The group decision paradox derived from Arrow’s Impossibility Theorem 

Over the past half century, many have pondered the correctness and reasonableness  
of Arrow’s above rationality conditions and his Impossibility Theorem. If these four 
rationality conditions are indeed reasonable and Arrow’s derivation is theoretically 
correct, then, at least on the surface, this theorem seems to lead to a serious ‘paradox’ for 
group decision problems. The group-decision paradox says that it is impossible to 
algorithmically attain a SWF R in group decisions that involve at least two stakeholders 
with at least three alternatives (in other words, collective rationality of group decisions 
cannot be ensured by this R under these conditions). Some have taken Arrow’s 
theoretical proof literarily to conclude that stakeholders can never decide together 
rationally when multiple alternatives are involved for problems with just some minimal 
levels of complexity. Such an inference, if remains unchallenged, would have  
a devastating consequence for group decision problems in application domains such  
as collaborative engineering. 

We should note that there have been some disagreements in the engineering 
community (Scott and Antonsson, 2000; Franssen, 2005) regarding whether Arrow’s 
paradox, which was motivated by social science problems, should be a concern at all  
in the engineering domain. At one extreme, some have taken an optimistic view to argue 
that due to the different natures of the domain, Arrow’s Theorem does not apply  
in engineering decisions. Hence, the four social science collective rationality conditions 
that Arrow used have no direct bearing in engineering. At the other extreme, some 
researchers take a completely pessimistic view to insist on a very rigid position that 
Arrow’s Theorem is unconditionally applicable to all problems; and there is no rational 
way out of this paradox in engineering. Consequently, they believe that dictatorship  
is still the most viable means to follow when engineers must make group decisions jointly 
in collaborative engineering.  

To appreciate these opposing views, it is important to note that Arrow’s original 
Theorem, and its resulting group-decision paradox, is only a neat mathematical proof  
of a theoretical group decision problem. Unfortunately, it has been loosely interpreted  
by many non-mathematical manners in practice, leading to erroneous statements,  
such as “no voting method (e.g., SWF) is fair”, “every ranked method by groups  
is flawed”, or “the only method that is not flawed is a dictatorship” (which rules out the 
merits of true group decisions). These hasty conclusions are often based on gross 
simplifications or misunderstanding of Arrow’s original result and intent. In fact,  
as Arrow himself expressed hope at the end of his 1972 Nobel Prize lecture that  
(he wishes) others might take his result “as a challenge rather than as a discouraging 
barrier.” This is exactly the challenge which collaborative engineering researchers must 
face. Stated differently, the engineering community should strive to seek the possibilities 
out of, and develop useful guidelines from, Arrow’s Impossibility Theorem to support 
rational group decisions in engineering; rather than being blindly discouraged  
or constrained by this elegant theoretical result. Our research is aimed at meeting this 
challenge, and our results are explained in the rest of this paper. 
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4 Escaping the impossibility of collective rationality for group decisions  
in collaborative engineering 

After Arrow’s seminal research, many scholars have attempted to escape his  
group-decision paradox by arguing that some of his collective rationality conditions  
are practically unreasonable and/or can be reasonably weakened in specific application 
domains (Sen, 1970). To understand these attempts, it is helpful to restate Arrow’s 
rationality conditions with plain language. The Unrestricted Domain condition is  
to ensure the general applicability of the SWF; whereas the Pareto Efficiency and  
Non-dictatorship conditions are to guarantee the impartiality and faithfulness of the 
resulted group decisions (Franssen, 2005). These conditions seem to be ‘intuitively 
reasonable’ for most applications. But, the Independence of Irrelevant Alternatives 
condition (i.e., the group decision function can be informed only by the way the 
individuals order the alternatives with respect to each other) may not be immediately 
obvious to some. This requirement basically says that whether in the group preference 
order A1 is preferred to A2 (or A2 is preferred to A1, or whether they are judged of equal) 
must depend only on the pattern of individual relative preferences of A1 compared to A2, 
and not on how stakeholders order these two alternatives with respect to other (irrelevant) 
ones. Therefore, it also seems to be an adequate condition in many decision practices and 
application domains. 

Can some of Arrow’s rationality conditions be weakened or relaxed in the 
engineering domain for collective rationality to exist (or to be approached) in group 
decisions? To answer this question, we must exam the practical implications of Arrow’s 
original work in light of the special features of collaborative engineering problems.  
This knowledge will enable us to determine if some of Arrow’s rationality conditions  
can be reasonably altered that would not appreciably violate these basic rational 
principles in engineering teams. Furthermore, even though Arrow’s theorem proved  
that no SWF R can satisfy the four rationality conditions simultaneously (hence it  
is impossible to derive a rational group decision directly from a social welfare function), 
it is still useful to understand these rationality conditions in collaborative engineering 
research, so that they can be treated as ‘ideality’, i.e., the most ideal state of affairs for 
teams to move closer to, when making group decisions,.  

This section examines the unique features of collaborative engineering practice  
(see Section 2.1.3) to reveal the possibility of ‘approaching’ collective rationality  
in group decisions. The purpose is to be able to benefit from Arrow’s research so that  
we can find some theoretical opportunities and/or practical means to guide engineering 
teams to approach collective rationality of group decisions in collaborative engineering 
practices (see Section 5). We should note that, the theoretical and practical extensions 
discussed in this Section, although fail to satisfy some of Arrow’s rationality conditions, 
do not necessarily mean that they would lead to irrational engineering group decisions. 
They simply suggest that the particular circumstances for adapting these extensions must 
be carefully validated and justified, so that the engineering team can systematically move 
closer to the ‘ideal’ collective rationality of group decisions.  

Section 4.1 discusses the measurability of human preferences and explains  
how engineers can take advantages of the measurable brute reality knowledge and 
surrogate domain models to quantify, compare and aggregate individual preferences  
to attempt collective rationality. Although the Pareto Efficiency Condition (i.e., collective 
preference order of the group must be consistent with that of the preference orders  
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of individuals) is a generally sound requirement for teams that encourage participative 
joint decisions in collaborative engineering, this condition in Arrow’s original Theorem  
is directly related to the full Transitivity requirement that is a rather restrictive provision 
hard to be completely fulfilled in engineering practice. Therefore, Section 4.2 uses  
the satisficing features of collaborative engineering (see Section 2.1.3) to weaken  
semi-Transitivity, hence alter Arrow’s Pareto Efficiency Condition to attempt collective 
rationality. Then, Section 4.3 examines the issue relates to complementary domain 
expertise from multiple stakeholders to do away with the strict Non-dictatorship 
Condition in collaborative engineering teams. The Un-restricted Domain Condition  
in collaborative engineering group decisions is challenged in Section 4.4 based on the 
practical limitations of decision alternatives and allowable preferences in the engineering 
domain. Finally, the viability of the Independence of Irrelevant Alternatives Condition  
in collaborative engineering is discussed in Section 4.5 to reveal the possibility  
for approaching collective rationality.  

4.1 Measurability of preferences in collaborative engineering decisions 

Social choice research examines the rules for making group decisions based on the 
aggregation of individual preferences. Generally speaking, aggregation is only possible  
if individual preferences are measurable and Interpersonal Comparisons of Utility (ICU)  
is feasible.7 There exist fundamentally different views among social choice researchers 
regarding the measurability of human preference and decision utility. Pure ‘Utilitarian’ 
assumes that preference is measurable and comparable both individually and 
interpersonally (Stigler, 1968). In fact, most classical social choice research, including 
Arrow’s Theorem, followed this pure utilitarian thinking. However, ‘Non-Utilitarian’ 
doubts that abstract human mental states, such as preference and utility, can be measured 
and compared at all (Shionoya, 1993). They criticised the strict ICU approach used  
in classical social choice research for falsely assuming that one could quantify the 
amount of satisfaction in group situations, and argued that group decisions based  
on comparing and aggregating individuals’ utility gains and losses are never possible. 
While acknowledging the difficulty of measuring human mental states, many modern 
social choice researches (Hillinger, 2004) agree that ‘limited’ comparison of individual 
preferences is feasible for applications where stakeholders have some shared common 
backgrounds, cultures and experiences; or where the domains have some absolute 
knowledge (e.g., brute reality) that can be used for subjective evaluations. They generally 
accept the ICU approach in social choice research, as long as one is careful not to claim 
too much from the results. They suggest that, as much as possible, good group decisions 
should be based on decision variables which are not totally subject to malleable human 
mental states. In other words, as much as possible, ICUs should be based on real data  
(or real-valued variables) that are quantitatively measurable to make rational group 
decisions.  

As stated in Section 2.2.2, ordinal utility is used for qualitative, and cardinal utility  
is good for quantitative, measures of human preferences. The ordinal utility theory  
states that, while the utility of a particular alternative cannot be qualitatively measured 
using an objective scale, a rational stakeholder, when deciding alone, should always  
be capable of rank-ordering different bundles of given alternatives quantitatively. 
However, inter-personal comparisons of multiple ordinal utilities from different 
stakeholders (and hence the relative preference strengths among team members) are not 
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achievable by using such a qualitative manner. In fact, this is exactly the point that 
Arrow’s impossibility theorem proved. In contrast, the cardinal utility theory suggests 
that decision utilities can be quantitatively measured and that the magnitude of this 
measurement is meaningful both individually and interpersonally (Barberá et al., 2004). 
As such, preferences, when expressed as cardinal utilities, can be quantitatively compared 
among multiple individuals and added up as a measure of the aggregated preference  
for these individuals. This means that cardinal utility allows for the measurability  
of preferences (and ICUs) across multiple stakeholders, making it possible to choose the 
greatest good of alternatives to the largest number of stakeholders in a collective,  
which is the ultimate goal of rational group decisions.  

For many social science applications where data and knowledge are mostly 
qualitative, it is often impossible to quantify individual preferences as cardinal utilities. 
Fortunately, this difficulty is less severe in the engineering domain where many technical 
tasks have established quantitative models based on brute reality domain knowledge.  
As explained in Section 2.1.3, due to the quantitative nature of technical knowledge, 
utilities of decision alternatives are often quantitatively measurable in collaborative 
engineering. The measurability of individual preferences makes the comparison  
and aggregation of multiple preferences possible (Keeney and Raiffa, 1993), enabling 
engineers to escape the impossibility of collective rationality in group decisions. 
Mathematical simulations of these brute reality domain models can reveal much needed 
quantitative information that can be used to compare and rate different alternatives  
as cardinal utilities (rather than simply rank them with ordinal utilities).  

Still, some may argue that, because of the general lack of detailed information  
for early decisions, cardinal utilities are often unavailable or unreliable at early  
stages (such as during the teamwork stage), and hence preference aggregations are still 
impractical. Fortunately, this is where the recent developments of “multi-layer surrogate 
modelling” approaches in large-scale simulation research become relevant and can  
be quite useful for collaborative engineering practice. Surrogate modelling (Queipo et al., 
2005) typically begins with a large amount of quantitative data, collected from 
application cases or generated from computer simulations, of the domain. Given these 
organised databases, various multiple regression methods, such as statistics (Moses, 
1986), machine learning (Witten and Frank, 2005), neural network (Gardner and Derrida, 
1988), etc., are employed to automatically generate empirical ‘layered models’  
with varying degrees of abstraction level of the quantitative domain knowledge. Abstract 
qualitative surrogate models, which are built directly from the more detailed quantitative 
domain knowledge, can be used to support early-stage discourses among stakeholders.  
It is possible to use these surrogate domain models to objectively rate, rather than just 
subjectively rank, initial proposals to establish collective rationality and jointly choose  
a good decision opportunity during the teamwork phase of collaborative engineering. 
Then, progressively more detailed domain models can be used to establish cardinal 
utilities at later stages, when stakeholders must quantitatively rate and compare multiple 
decision alternatives, during the task-work phase of collaborative engineering. In this 
way, cardinal utilities are available for rating (not ranking) early proposals and detailed 
alternatives at teamwork and task-work phases, leading to a rational group decision by 
collaborative engineering teams. 
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4.2 Satisficing and the semi-transitivity condition in collaborative engineering 
decisions 

Note that Arrow defined a SWF R as a ‘complete’ mapping from a profile of  
individual preferences to a collective preference profile over an ‘entire’ set of  
social options. He demanded this R ‘must’ have the ability to consistently  
rank ‘all’ options, so that it can be used to make a rational decision for the collective. 
Many researchers have asked whether such a highly restrictive requirement of completely 
ranking all options is reasonable or necessary in engineering practices. Based on  
the bounded rationality feature of the engineering domain (see Section 2.3.2), the answer 
to this question should be ‘no’. For example, for many engineering tasks, not ‘all’ options 
are known, a priori, nor can be fully explored at once. Even in the very unlikely event 
when all options are available, it may still be too expensive and impractical to rank all  
of them to make a decision. Rather than “completely explore/compare all options”  
to optimise, engineers are often limited by available information, knowledge and 
resources such that the best they can do is to “carefully compare just a few most 
promising options” to satisfice the practical constraints. This satisficing approach  
is especially common in collaborative engineering teamwork, where a quick estimation  
of a few most promising options proposed by experiences team members based on some 
partial information at early stages is all what is needed and feasible.  

However, a reasonable question may arise from this satisficing approach – how does 
the team know and be fully confident about what are the “most promising few options” 
without an exhaustive exploration and comparison? Interestingly, the answer to  
this question is exactly the main reason for engineers to engage in collaborative 
teamwork – i.e., to take advantage of the ‘two-heads-are-better-than-one’ (Blinder  
and Morgan, 2000) opportunity beyond what can be possibly achieved if they choose to 
work alone. Due to the complementary expertise and more information available from 
multiple team members (and assume that the team is well-organised with the necessary 
complementary expertise and good teaming practices), it can be reasonably expected that 
the team, as a whole, for the most time should be able to strategically identify a few 
promising options and quickly gather sufficient information than any individual can do it 
alone. In other words, although full rationality can only be guaranteed when all options 
are exhaustively explored and compared, this complete Transitivity requirement can be 
relaxed to some degrees when more domain expertise (e.g., heuristics and information) 
are brought in by multiple stakeholders in group decisions. In a well-assembled  
and highly experienced collaborative engineering team, if some members have  
proven track-records and rich experiences with some aspects of the domain and/or  
have successfully accomplish similar assignments before, the team can/should take 
advantage of this valuable expertise to quickly ‘zoom in’ the few most promising options. 
These collective heuristics enable the team to focus on ‘the right direction’ swiftly  
early stages without conducting exhaustive search and detailed comparison of all options 
to satisfy the full Transitivity requirement.  

Furthermore, in Arrow’s original Theorem the Pareto Efficiency Condition  
(see Section 3.3) is directly related to the full Transitivity requirement. If we accept  
the fact that a complete exploration and exhaustive comparison of all options is often 
impractical and unnecessary to make group decisions in collaborative engineering, then 
this full Transitivity requirement can be loosened from Arrow’s original Theorem. 
Previous social choice research have already shown that, if the strict Transitivity 
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requirement is weakened such that only the ‘quasi-transitive’ or ‘acyclicity’ property  
(see Section 3.1) is demanded, then some SWF R do exist which can completely satisfy 
Arrow’s four conditions at once (i.e., collective rationality can exist) (Sen, 1969).  
Note that the strict Transitivity demands that if A1 is preferred to A2, and A2 is preferred  
to A3, then A1 is preferred to A3; whereas the ‘acyclicity’ property only asks if A1  
is preferred to A2, and A2 is preferred to A3, then it is ‘not the case’ that A3 is preferred  
to A1. This is certainly a reasonable condition for group decisions in collaborative 
engineering practice, especially when the team has highly experienced members  
with complementary expertise (and is supported by a systematic group decision  
making framework (Lu, 2007)). In this case, collaborative engineering teams can use the 
satisficing approach to take advantages of collective heuristics in making rational group 
decisions.  

The above practical remedy has a deeper theoretical implication. Previous social 
choice research has shown that if we remove the requirement that the Pareto Efficiency 
Condition must be strictly enforced across the ‘entire and complete’ set of alternatives, 
then some SWF R which completely satisfy Arrow's four conditions at once exist  
(i.e., collective rationality is possible). This has led to the so-called ‘Pareto-extension’ 
approach (Sen, 1969), which is commonly used in many social science applications to 
justify the existence of collective rationality. In collaborative engineering teamwork,  
this Pareto-extension concept gives us a theoretical base in that, as long as the 
alternatives under the current consideration (i.e., not the entire option set) comply with 
the Pareto Efficiency property, then the resulting group decisions can be regarded  
as ‘rational’. Certainly, the degree for which the Transitivity property can be relaxed  
(or the extent to which the Pareto-extension condition is valid) depends largely on the 
richness of domain knowledge and the quality of the collective experiences that the 
collaborative engineering team possesses as a whole. This demonstrates the importance 
of good team assembly process and the need for a systematic decision support (Lu, 2007) 
in collaborative engineering practice. In short, if the team has the right assembly and mix 
of competent members who can collaborate effectively in exploring and comparing a  
few promising options and the team can follow a systematic decision making process 
through teamwork and task-work, then the satisficing approach and the semi-Transitivity 
requirement can lead to group decisions which are “rational enough” for all practical 
intents and purposes.  

4.3 Non-dictatorship condition in collaborative engineering decisions 

Non-dictatorship Condition means all votes from all members must count equally  
in group decisions. Such a principal is the foundation for a ‘fair and democratic’ system, 
when social reality is the main concern (e.g., in political election, etc.). On the surface,  
if we must insist on the collaborative, participative, transparent, and fairness requirements 
of all group decisions, then this condition also seems to be sensible in engineering. 
However, further examinations reveal that, unlike a democratic voting system in social 
sciences where everyone’s opinion weights equally, engineering teams must take 
advantages of different opinions of stakeholders who have special technical expertise or 
unique professional responsibilities of some particular aspects of the assignment. This is 
because that engineering tasks are often knowledge-intensive – specific knowledge 
reserved (or demanded) for specialists often holds the key to the success. In fact, the 
opportunity of being swayed by some team members who know more about something 
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than others is the very reason for engineers to work together in collaborative engineering 
teams. As well, since engineering teams always operate in some organisational settings, 
various implicit/explicit power distances and organisational structures (i.e., relevant 
social reality) will come into play when group decisions are being made by members with 
unequal social/organisational statures. In some situations, a few stakeholders may even 
be perceived (rightly or wrongly) by the team as having an implicit ‘veto’ power due to 
organisational or political implications. In other words, a pure and complete ‘democratic’ 
voting system never exists, and is not the norm in engineering practice; hence Arrow’s 
Non-dictatorship Condition is not applicable in collaborative engineering.  

In fact, previous social choice research have demonstrated that if this  
Non-dictatorship condition can be strategically weakened (i.e., modified but not 
completely removed), then a SWF R can still exist (i.e., collective rationality  
is attainable). Theoretical justifications and practical implications for the proposed 
modifications of the Non-dictatorship condition are available in many social choice 
literatures for different applications (Campbell and Kelly, 2007); they will not be 
repeated here. In the engineering domain, especially in light of the technical nature  
of domain knowledge and the bounded-rationality limitation, it is easy to understand  
the necessity for weakening this full democratic requirement in many collaborative 
engineering assignments.  

4.4 The unrestricted domain condition in collaborative engineering decisions 

To ensure the generality of SWF, Arrow’s Unrestricted Domain Condition rejects  
any restrictions on the domain of considerations, in terms of the numbers (or scope)  
of alternatives that are to be explored and the types of preferences that can be expressed 
for these alternatives. In other words, Arrow says that a rational R can only exist  
in application domains that cover all different types of alternatives and preferences.  
The implication of this condition is that, if any restrictions on alternatives and preferences 
must be imposed, then the resulting group decisions for this restricted domain cannot be 
rational. This requirement presents another challenge for engineers to ponder, because 
engineering applications (including possible alternatives and acceptable preferences) are 
always constrained by brute reality knowledge – decisions for engineering problems can 
never be truly unrestricted. These ‘hard constraints’ cannot be ignored and must be 
completely followed when making engineering decisions. As well, besides complying 
with hard physical constraints, some market requirements from social reality (e.g., 
customer needs, competitor positions, etc.) must also be fully considered if the company 
wishes to remain competitive. These customers’ needs and market competitions often 
dictate engineering decisions, and will restrict the scope of alternatives and the types  
of preferences that engineers can practically explore. Therefore, Arrow’s Unrestricted 
Domain Condition is also often violated in engineering decisions. These violations seem 
to occur most frequently in large, complex engineering tasks when engineers are  
only able to pay attentions to the few most promising alternatives (instead of exhaustively 
exploring the ‘complete’ alternative set, see Section 4.2) due to the knowledge and 
resource constraints (i.e., the bounded reality concept, see Section 4.3) in organisations. 
Furthermore, there could be cases where some special considerations (such as reusing 
standard parts or previous designs) and other competitive reasons (such as beating  
a targeted market competition or meeting the sustainability requirements) would restrict 
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the allowable types of alternatives and preferences, leading to decisions where Arrow’s 
Unrestricted Domain Condition cannot be fulfilled.  

Various strategies to modify the Unrestricted Domain Condition have been explored 
by social choice researchers for many social science problems (Black, 1958; Sen, 1966). 
For example, some research has shown that if there is only one criterion (or a single 
objective) by which the individual preferences are judged (i.e., example of a highly 
restricted domain), then all of Arrow’s conditions can be met by the simple ‘majority 
rule’ voting method.8 Possibilities of rationality can also be found by using the so-called 
‘single-peaked preference’ constraint (Arrow, 1963), which imposes some predetermined 
linear ordering of the alternative set in the domain of consideration. It has been proven 
that many SWF R can meet Arrow’s rational conditions using voting mechanisms  
for these single-peaked domains (Arrow, 1963). This type of restricted single-peaked 
preference is commonly seen in engineering, because based on their unique technical 
expertise and professional responsibilities engineers often have a few particular options 
that they like the most along a preference direction. In other words, their dislike for an 
alternative would linearly grow larger as this particular alternative moves further away 
from that particular spot. This type of special preference is also quite common in 
engineering decisions where some common sense criteria are followed (e.g., the cheaper 
the better but not cheaper than the set cost, etc.). It has been proven that collective 
rationality can exist in such kinds of restricted domains with this special form of 
preference, which are very common in engineering practices.  

4.5 The independence of irrelevant alternatives condition in collaborative 
engineering decisions 

The failure of the Independence of Irrelevant Alternatives Condition is often 
demonstrated in social science literatures by the possibility of some ‘cyclic preferences’. 
For example, if voters cast ballots as follows: Seven votes for A1 > A2 > A3; six votes for 
A2 > A3 > A1; and five votes for A3 > A1 > A2. Then the collective preference of the group 
based on a simple ranked majority rule will be A1 > A2 > A3 > A1 (i.e., a cyclic preference 
and an intransitivity occurs), which is deemed to be irrational according to the property  
of R defined in Section 3.1. Furthermore, consider that if a voting system currently  
picks A1, and then A2 suddenly drops out of the race, the remaining votes will then be: 
seven votes for A1 > A3; and 11 votes for A3 > A1. Thus, A3 will win the election,  
even though the change (i.e., A2 dropping out) concerned an ‘irrelevant’ alternative 
candidate who did not win in the original election. Various researchers have argued that 
this condition, if it is applied to the ranking of all alternatives, is an unreasonably strong 
requirement for a SWF R to exist. For example, some have suggested that as long as the 
‘intransitivity’ of rankings does not appear among the top few most promising 
alternatives under current consideration (i.e., quasi-Transitivity property explained  
in Section 3.1 (Gibbard, 1973)), which is the common focus of engineering decisions, 
then everything regarding Arrow’s paradox should be OK from the practical points  
of view. However, due to the fact that engineers can never be sure that the current  
few most promising alternative set will always remain as the top consideration when 
more information, time and resources become available at a later stage, this practical 
opportunity must be exercised very carefully in engineering decision.  

We should also point out that this Independence of Irrelevant Alternatives Condition 
is typically grounded in the assumption that team members make group decisions with 
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nothing stronger than a ranked preference order of the alternatives (i.e., the magnitudes 
and strengths of their individual preferences do not matter). In other words, ordinal, 
rather than cardinal, utility was used in Arrow’s original formulation. This was because 
Arrow believed that, especially for the social choice problems which mainly concern  
with social reality, cardinal utility that requires detail quantifications and comparisons  
of stakeholders’ individual preferences is impractical and unnecessary. Therefore, he only 
used ordinal utility, which is much easier to obtain with qualitative social reality 
knowledge, to represent the preferences in the development of his theorem. Researchers 
have already proven that if cardinal utility is used instead (i.e., stakeholders can compare 
the strengths of their individual preferences by rating alternatives (Keeney and Raiffa, 
1993)), then a SWF R that satisfies all of the Arrow’s conditions at once can indeed exist. 
As explained in Section 4.1, this is welcoming news for engineers because cardinal utility 
of alternatives, although is hard to obtain in other applications and early engineering 
teamwork (in social reality), can often be found in later engineering task-work using 
numerical simulation models based on continuous domain knowledge (in brute reality). 
The increased expressiveness of preference strengths is a unique feature of engineering 
tasks, which engineers must bear in mind when studying Arrow’s group decision 
paradox. 

5 Summary: systematically approaching collective rationality of group 
decisions in collaborative engineering 

Rationality is the hallmark of any decision making, and collective rationality is the 
cornerstone of a sound group decision (see Section 2). Because preference underlines  
the rationality of individual decisions, different preferences from multiple individuals 
must be consistently aggregated when establishing collective rationality for the whole.  
As explained in Section 3, Arrow’s group decision paradox is a clean mathematical proof 
of the non-existence of aggregation rules under a set of very particular rationality 
conditions for social science problems. However, these rationality conditions, although 
theoretically clean and conceptually rigorous, are not applicable for engineering problems 
where decisions must be based on both human preferences (i.e., social reality)  
and domain physics (i.e., brute reality). However, it is important to understand  
that Arrow’s theorem, by no means, concludes that collective rationality is never possible 
for group decisions in engineering. Instead, it simply states that, under some particular 
conditions, no simple theoretical means, such as the use of social welfare functions  
as defined by Arrow, can exist that is able to fully ensure the rationality of group 
decisions in collaborative engineering.  Short of the assurance by theory, collective 
rationality must be dealt with very carefully when making group decisions in 
collaborative engineering practice. This is one of the key challenges of collaborative 
engineering research.  

The first step in meeting this challenge is to understand that, although Arrow’s 
rationality conditions are pertinent to all multi-attribute decision problems in theory, 
because the essence of rationality differ greatly in social and brute realities, the degrees  
to which the rationality conditions can (and should) be imposed for engineering group 
decisions vary significantly. This understanding, in fact, is the ‘point of departure’ of our 
collaborative engineering research. Note that when optimality is pursued in brute reality, 
it can be treated as an absolute concept to be objectively evaluated and achieved. 
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However, when rationality is applied to social reality problems, it becomes a relative 
notion which can only be subjectively expressed and approached. For group decisions 
that involve social reality, such as collaborative engineering teamwork where individual 
preferences are typically represented by ordinal utilities, the real or absolutely complete 
rationality would only exist in abstraction as ‘ideality’ (i.e., the most desirable state  
of group decisions to be attempted or moved closer to). Therefore, it is very important  
to understand that, when making collaborative engineering group decisions that  
involve both social and brute realities, the real challenge is not to prove or disprove  
the theoretical existence of collective rationality in some absolute terms, but rather to find 
sensible ways that, as much as possible, can help engineering teams to systematically 
approach the ‘ideality’ of group decisions. In fact, because of the relative and subjective 
nature of the rationality notion in social reality, it is not useful to treat collaborative 
engineering group decisions in a black-and-white manner (i.e., to judge them as either 
fully rational or totally irrational) when some of Arrow’s rationality conditions are  
not fully satisfied. Instead, a more useful question to ask is, given that Arrow’s conditions 
cannot be fully met, whether there could still be some means for engineers to make sound 
group decisions which are ‘as rational as possible’.  

The answer to the above question has been at the centre of our collaborative 
engineering research. Our research has proven that, while no simple and clean SWF R 
can be directly established and used to derive rational group decisions, rational group 
decisions can still be systematically approached by collaborative engineering teams  
by both practical and theoretical means. On the practical side, we have developed  
a Real-world Engineering Decision (RED) framework that structures collaborative 
engineering as integration and iteration between social teamwork and technical task-work 
(Lu, 2007). By modelling teamwork as a MSC problem and task-work as a  
Multi-Objective Optimization (MOO) problem, as well as by taking advantages of  
the structural similarity and cyclical dependency properties between MSC and MOO 
problems, the RED framework is able to guide collaborative engineering teams  
to systematically and gradually approach collective rationality in making group  
decisions. Details of the RED framework are presented elsewhere in Lu (2008) and  
will not be repeated here. 

On the theoretical side, Section 4 in this paper has revealed that, at least,  
the following five opportunities exist: 

1 Engineering task-works are of a technical nature, for which quantitative domain 
models based on brute reality knowledge are available for simulations, evaluations, 
comparisons, and rating of the relative merits of possible alternatives. As a result, 
preferences of technical decisions are more quantifiable than those of qualitative 
social science decisions. As explained in Section 4.1, social choice researchers have 
proven that, when both the order and relative strengths of individual preferences  
can be expressed (by cardinal utilities, for example), collective rationality can exist 
in group decisions. This presents a good opportunity for collaborative engineering 
teams to employ quantitative information of the technical domain, as much as 
possible, to attempt rational group decisions. 

2 If collaborative engineering teams can be strategically assembled for members  
to bring in different know-how and complementary expertise, so that, as a collective, 
they possess a wealth of experiences which enables them to quickly explore a small 
set of most promising alternatives heuristically. In fact, with a well-assembly team, 
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engineers often can rapidly establish the most relevant ‘bottom lines’ and then 
swiftly identify a few good alternatives that satisfice these important requirements  
as group solutions. As explained in Section 4.2, social choice research have shown 
that, if the full-transitivity requirement is altered so that only ‘quasi-transitive’  
or ‘acyclicity’ is necessary, then some SWFs which satisfy Arrow’s four conditions 
at once can exist (i.e., collective rationality exists). This suggests that well 
experienced engineering teams can use the heuristic-based satisfcing approach  
to effectively attempt rational group decisions in collaborative engineering practices. 

3 Unlike democratic voting where each individual voice should count equally,  
the value of the different expertise among collaborative engineering team members 
must be strategically recognised and exploited. Giving more weights to experts’ 
opinions in making group decisions does not mean that dictatorship is encouraged  
in collaborative engineering teams. Rather, as long as the principle of participative 
joint decision is exercised, it is simply a smart thing to do for the team to benefit 
from the collective wisdoms in teamwork. As explained in Section 4.3, social choice 
research have proven that if the non-dictatorship condition can be strategically 
weakened (i.e., modified but not completely removed), then a SWF R may exist  
(i.e., collective rationality is attainable) for group decisions in the domain.  
This implies that, with prudent justifications, engineering teams can still approach 
collective rationality in group decisions, while taking advantages of expert 
knowledge from individual members. 

4 Engineering decisions are never truly unbounded in practice. Many restrictions  
on allowable alternatives or possible preferences exist in engineering due to hard 
constraints by brute reality knowledge, corporate policies, market competitions, etc. 
Therefore, engineers always make decisions in restricted domains, which is different 
from the problems considered by Arrow in his theorem. While not universally 
applicable, some types of domain restrictions, such as single evaluation criterion  
and single-peaked preference, are quite common in engineering practice.  
As explained in Section 4.4, social choice researchers have proven that SWF  
R can satisfy Arrow’s rational conditions using simple voting mechanisms  
for single-peaked domains. This indicates that, at least for some types of engineering 
problems, collective rationality of group decisions can be attempted even under 
domain restrictions. 

5 Similar to the above justifications for using the satisficing approach and relaxing the 
semi-transitivity condition, same arguments can be made for collective engineering 
teams to take advantages of their collective experiences to deal with the requirement 
of Independence of Irrelevant Alternatives in Arrow’s original theorem.  
As explained in Section 4.5, as long as the intransitivity difficulty of ranking 
alternatives does not appear among the top few most promising alternatives under 
current consideration, then problems regarding Arrow’s group decision paradox 
should be tolerable from the practical points of view. As well, researchers have 
proven that if cardinal, instead of ordinal, utility is used (i.e., stakeholders can 
compare the strengths of their individual preferences by rating alternatives),  
then a SWF R that satisfies all of the Arrow’s conditions at once can indeed exist. 
This suggests that, even when the Independence of Irrelevant Alternatives condition 
is not fully followed, rational group decisions are still possible by collaborative 
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engineering teams as long as different individual preferences can be quantified with 
brute reality knowledge. 

In summary, we can conclude that the core challenge of collaborative engineering 
research is to guide engineering teams to strive for collective rationality in group 
decisions, which requires a balanced prescriptive integration between the descriptive 
studies of group decision practices and the normative investigations of social choice 
research. While Arrow has proven that collective rationality cannot exist for group 
decisions under a specific set of conditions, our research has established that there are 
still viable opportunities for collective engineering teams to attempt rational group 
decisions. This paper has demonstrated that, short of theoretical means to systematic 
aggregate individual preferences via social welfare functions to form a preference for the 
collective directly, the team can strategically take advantages of the unique characteristics 
of collaborative engineering problems to systematically exploit the possibility  
of attempting collective rationality in group decisions. We believe that, rather than 
regarding Arrow’s theorem as an impossibility proof of rational group decisions as  
has been done historically, engineering researchers should, in fact, study it as a sound 
theoretical basis to explore the possibility of collective rationality of group decisions in 
collaborative engineering. 
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Notes 
1We should point out that ‘goal’ is a different concept from ‘objective’ in decision science research.  
A ‘goal’ represents a general direction toward an increasingly more desirable state of affairs; 
whereas an ‘objective’ is a specific and measurable milestone along this desirable direction with  
a target time for completion. For example, one can set a ‘goal’ to become rich with a specific 
‘objective’ of being a millionaire by the end of 2010. In collaborative engineering, goal is often set 
by an external party whereas objectives are collaboratively chosen by the engineering team.  

2In this paper, we will use ‘they’ to refer to the decision body’s multiple members, and ‘it’ to point 
to the decision body as a single or unitary collective. We also assume that multiple stakeholders in 
the decision body have multiple perspectives (e.g., different objectives toward the goal of a given 
assignment, or many preferences toward a single objective with multiple criteria). In other words, 
no dictatorship, unitary, or group-think among stakeholders in the collective will be considered. 

3The world ‘Value’ in this paper refers to the Value-Focused Thinking framework, and should not 
be confused with the same word used in ‘value function’ in decision science (see Footnote  
next). In this paper, ‘Value’ is strictly used to refer to the highest level of human preferential 
system in group decisions (i.e., the ‘Value-Perspective-Preference’ hierarchy) as defined in 
Section 2.2.1.  

4In decision science literatures, ‘value function’ is often used to represent human preference, such 
that the decision body’s job is to choose an option that maximises this defined value function.  
In other literatures, the concept of ‘utility function’ is employed to quantify the ‘true worth’  
(or utility) of the consequences of available alternatives; so that the best choose for the decision 
body is the alternative whose consequences lead to the highest ‘expected utility’. Based on these 
definitions, it may seem that value refers preference and utility addresses alternative. However, in 
decision practice they are isomorphic and consistent with each other (with the exception that some 
may prefer to emphasise the fact that value is ‘risk-neutral’ and utility is ‘risk-dependent’ in 
decision making) – both providing means for the decision body to quantify preferences and 
compare alternatives. Nevertheless, the main difference lies within their representation details and 
manipulation procedures. To avoid the confusion, we do not use ‘value function’ for preferences 
and ‘utility function’ for alternatives in this paper. Instead, we use the term ‘utility’ to represent 
both utility function and value function that measures human preference, and reserve the word 
‘Value’ for the ‘high-level preference’ in our Value → Perspective → Preference hierarchical 
structure (see Section 2.2.1) for group decisions. We then use ‘ordinal utility’ and ‘cardinal utility’ 
to represent the different levels of detail of measurability and comparability of human preference 
in our research (see Section 2.2.2).  

5Note that from this point on in the paper, we will use the term ‘decision body’ to refer to a 
collective team which has multiple stakeholders that must make a Group decision (G) jointly based 
on collective rationality established by themselves. We will refer to this decision body as ‘they’, 
instead of a ‘he’ or ‘she’, when pointing to its multiple stakeholders, and as ‘it’ when referring to 
this collective as a single Unitarian whole. 

6As explained in Section 2.3.3, rationally and optimality are two different concepts and, therefore, 
this question should not be confused with the multi-objective optimisation concept. The best group 
decision based on collective rationality by multiple stakeholders in teamwork is not the same as 
the most optimised solution among the multiple objectives in task-work.  

7Note that even when semi-transitivity requirement is justifiable (see Section 4.2 next), we still  
face the challenge of preference comparison and aggregation when attempting to reach collective 
rationality. Semi-transitivity (with the satisficing approach, see Section 2.3.2) weakens the 
exhaustiveness requirement of alternatives to be identified and compared; but it does not take 
away the need for interpersonal comparisons of individual preferences toward the remaining  
‘few promising alternatives’. 

8This is the reason why traditional single-Objective optimisation methods can always produce 
‘rational’ decisions for an individual. Optimality and rationality become conceptually isomorphic 
under single objective and single stakeholder (Lu, 2007).  




