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Abstract: RabbitMQ is an advanced messaging technology in which the 
communication layer interfaces with a message broker and a message queue. 
This system has opted for a specific message queue, enabling asynchronous 
communication by implementing message-oriented middleware. This approach 
encourages applications to be loosely connected, potentially enhancing system 
performance and optimising resource utilisation. In this study, RabbitMQ 
serves as an intermediary for sending and receiving user messages. Queueing 
models can be employed to determine the necessary resources for providing 
high-quality service. For RabbitMQ (IoT) based on the computing system, we 
propose a bulk arrival single server retrial queueing model with a mandatory 
multi-phase second service phase for theoretical modelling. We solve  
steady-state equations and derive various performance metrics. Subsequently, 
we develop a cost model. To compute the total expected cost of the service rate, 
we utilise the particle swarm optimisation algorithm. Finally, we perform a 
numerical analysis on our model to gain insights into its behaviour. 

Keywords: cloud computing; bulk arrival; retrial queue; two phase service; 
RabbitMQ; particle swarm optimisation; PSO. 
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1 Introduction 

RabbitMQ is portable and easy to set up both locally and in the cloud. It supports various 
messaging protocols and can be deployed in distributed and federated configurations to 
meet scalability and availability demands. Initially designed to facilitate communication 
between processes within an operating system, RabbitMQ’s message queues are now 
widely used across various application domains. In distributed environments, RabbitMQ 
connects different system components, enabling asynchronous data exchange. The 
message queue of RabbitMQ is compatible with open-source RabbitMQ clients. 

Sadooghi et al. (2014) considered message queues in cloud and high-performance 
computing environments, emphasising effective work scheduling systems for achieving 
high throughput and system utilisation. 
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Piorkowski and Werewka (2010) analysed the performance of a scheduling algorithm 
that prioritises sending the shortest messages first, a strategy deemed suitable for the 
proposed model. 

Sachs et al. (2013) employed a comprehensive modelling methodology to analyse 
message-oriented, event-driven systems using a supply chain management case study. 
The case study was evaluated using the SPECjms2007 standard benchmark on a leading 
commercial middleware platform. 

Vilaplana et al. (2014) created a model for cloud computing infrastructures with 
quality of service (QoS) descriptions. They utilised open Jackson’s networks and 
queueing theory to ensure specific performance levels in terms of queuing and response 
times. 

Rao et al. (2017) investigated single and multi-server systems within cloud data 
centres based on queueing systems. They evaluated different measures using MATLAB 
for the proposed system. 

Vaquero et al. (2008) conducted a comprehensive analysis of the cloud computing 
concept to establish a complete definition of cloud computing. 

Tang (2022) examined edge computing systems powered by the internet of things, 
focusing on a finite-capacity single-server queueing model with bulk arrivals and  
steady-state probabilities. 

Lazidis et al. (2022) provided an in-depth analysis of design elements, technology, 
and taxonomy in Publish-Subscribe systems for cloud and IoT applications, covering 
publish-subscribe protocols and message queuing. 

Rajadurai et al. (2015) studied a batch arrival feedback retrial queueing system with 
two service phases, incorporating bad customers, breakdowns, repairs, and a BVS. The 
model’s applications span various domains, including SMTP, computer networking, 
manufacturing, and communication systems. 

Wang and Zhou (2010) researched a batch arrival retrial queue with initial failures, 
feedback, and admission control, deriving performance measures in a steady state. 

Sangeetha and Udaya Chandrika (2022) analysed the M[x]/G/1 retry G-queue with 
feedback, randomised J vacation, and orbital search, investigating server availability, 
failure frequency, and parameter effects. 

Maragathasundari et al. (2022) addressed queueing issues on a WhatsApp server, 
using supplementary variable techniques to solve performance measures. They explored 
an M[x]/G/1 retrial queueing model with mandatory and optional service phases, 
probabilistic feedback, and admission based on server status. 

Abdollahi and Salehi Rad (2022) examined a batch arrival retrial queueing model 
with M stages of service, verifying the Bernoulli vacation stochastic decomposition law. 

Nila and Sumitha (2022) are analysed complex queueing model involving batch 
arrival retrial queues with impatient customers, Bernoulli vacation policies, feedback 
mechanisms, and server failures. The server provides two phases of service: essential 
phase service (FEPS) and optional phase service (SOPS). Customers may choose to balk 
or renege at specific times. After SOPS completion, the server can either take a vacation 
or remain idle with a certain probability. Additionally, customers can provide feedback 
after both service phases. The paper derives steady-state solutions and investigates the 
impact of system parameters through numerical analysis. 

Singh et al. (2011) studied a realistic bulk arrival queueing model, determining queue 
length distribution with a second optional service. They provided an explicit formula for 
queue size distribution by maximising Shannon’s entropy function. 
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Bagyam et al. (2015) considered a bulk arrival retrial queueing model with M stages 
of service, validating the Bernoulli vacation stochastic decomposition law. 

Upadhyaya (2015) analysed a bulk retrial queueing system with Bernoulli feedback 
under Bernoulli vacation. 

Micheal and Indhira (2023) are analysed delves into the intrinsic retrial phenomenon 
in various queueing systems, addressing a notable gap concerning vacation periods. 
Focusing on retrial queueing systems with Bernoulli vacations, it offers a detailed 
analysis and reviews existing literature. The application scope spans computer 
networking, manufacturing, inventory management, and service sectors. This study 
serves as a valuable resource for researchers, administrators, and practitioners in 
congestion simulation through queuing theory, offering insights into appropriate models 
and highlighting potential future research directions. 

Ghimire et al. (2014) investigated a bulk queueing model with a fixed batch size ‘b’, 
obtaining numerical illustrations using MATLAB. 

Begum and Choudhury (2021) analysed a single-server queueing system with 
unreliable bulk arrivals and two heterogeneous optional repeated services (THORS) 
incorporating delayed repair, all operating under a Bernoulli vacation schedule (BVS) 
and an N-policy. They delve into the complexities of this model by deriving the joint 
distribution of the server’s state and queue length, considering both elapsed and 
remaining times. 

Jain et al. (2013) explored queuing and reliability indices of an unreliable server 
M/G/1 queue under realistic assumptions, including various service, maintenance, and 
vacation choices. 

Choudhury et al. (2010) examined the steady-state behaviour of an MX/G/1 retrial 
queue with a second optional service and interruptions due to server breakdowns. 

Arivudainambi and Godhandaraman (2012) analysed a single server retrial queueing 
system with repeated tries, batch arrivals, two service phases, feedback, and K optional 
vacations. 

Jain et al. (2012) investigated the M/G/1 retrial queue with a second optional service 
phase, server breakdowns, and various additional concepts. 

Kumar and Arumuganathan (2013) studied the stability and reliability of a single 
server batch arrival retrial queue with active breakdowns, second optional service, and 
impatient behaviour. 

Varalakshmi et al. (2016) analysed a single server retrial queueing system with two 
service phases, immediate Bernoulli feedback, a single vacation, and starting failures, 
providing numerical results. 

Bouchentout and Guendouzi (2019) analysed the MX/M/C Bernoulli feedback 
queuing system, obtaining performance measures using steady state equations and cost 
values through the quartic fit method. 

Yang and Chen (2018) observed the M/M/1 queue with a second optional service and 
working breakdown, calculating various system performance measures and using the 
Genetic algorithm to find total cost for service rates. 

Upadhyaya et al (2023) analysed the system with retrials, assessing various 
performance measures and reliability indices. The results are presented visually through 
tables and graphs, offering a comprehensive view of the system’s behaviour. 
Additionally, a cost analysis of the model is conducted, aiming to find the optimal cost 
for the system. This optimisation process is achieved using the particle swarm 
optimisation (PSO) algorithm for the matrix method. 
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Sanga and Charan (2023) observed the study introduces the parametric non-linear 
programming (PNLP) technique to adapt the MRP to a fuzzy environment, utilising 
trapezoidal and sigmoidal fuzzy numbers. Leveraging Zadeh’s extension principle and 
PNLP, they extract the α-cuts of the developed performance predictors, aiding in cost 
analysis using PSO algorithm. 

Li (2022) analysed the significant impact of electrical engineering on people’s lives, 
emphasising the role of the PSO algorithm in enhancing convenience and living 
standards. It mentions how advanced electrical engineering automation, aided by the PSO 
algorithm, reduces worker workload in fields like subway engineering, ensuring efficient 
project execution. The PSO algorithm is commended for improving automation 
performance and enhancing operational efficiency in electrical engineering. This study 
delves into the concept and workflow of the PSO algorithm, providing insights into the 
intelligent principles and internal mechanisms of electrical engineering. In summary, the 
integration of PSO algorithm with electrical engineering greatly enhances automation 
intelligence and efficiency. 

Roy and Das (2021) are analysed the significance of DSM programs in smart grids 
and their benefits to customers. The paper proposes a load shifting approach based on a 
hierarchical smart grid structure, integrating renewable and conventional energy sources. 
The multi-objective problem of ensuring benefits to all participants of the electricity 
market is addressed using a hybrid GA-PSO algorithm, optimising cost and load 
allocation for a day-ahead market. The fusion factor is introduced to balance exploration 
and exploitation, improving the algorithm’s performance. The simulation results 
demonstrate the effectiveness of the proposed approach in reducing the PAR, improving 
smart grid efficiency, and providing financial benefits to all participants. The comparison 
with existing optimisation techniques confirms its superior performance. 

Martinez-Rico et al. (2020) have analysed the key role of batteries in compensating 
for the intermittent nature of renewable energy sources and increasing the benefits of 
renewable power plants. Energy arbitrage, i.e., storing energy at low electricity price 
moments and selling it when electricity price is high, is identified as a promising strategy. 
A hybrid renewable energy system consisting of wind and solar power with batteries is 
studied, and an optimisation process is conducted to maximise profits using a multi-
objective cost function. Results show the importance of including the energy efficiency 
of the battery in the cost function to optimise profits and extend battery lifetime. 
However, low profits are observed in the analysed Iberian electricity market when 
batteries are used solely for arbitrage purposes using PSO algorithm. 

Shekhar et al. (2020) analysed a single server with emergency vacation, comparing 
bat algorithm, Particle Swarm algorithm, and Quasi-Newton method for cost 
optimisation. 

Bagyam et al. (2023) are analysed RabbitMQ emerges as a formidable messaging 
software, boasting a robust communication layer leading to efficient message brokerage 
and queue management. Widely adopted as a middleman for message exchange, its 
integration with cloud computing enhances its theoretical underpinnings through 
queueing models. Particularly suitable for the single-server general service retrial 
queueing system with a mandatory two-phase service model, RabbitMQ optimises 
system activity through evaluated performance measures. The study culminates in a 
thorough comparative analysis, shedding light on both computational and simulated 
assessments of the devised metrics. 
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The proposed system selected RabbitMQ as an application, solving it theoretically 
using supplementary variable techniques and experimentally with MATLAB software. 

2 Proposed system 

Contemporary event-driven systems often employ RabbitMQ, a messaging queue 
technology, to facilitate loosely connected communication among distributed software 
components. This method involves asynchronous message passing rather than direct 
requests. Acting as an intermediary broker, RabbitMQ receives messages from multiple 
producers and delivers them to potential consumers. 

RabbitMQ offers four exchange types: direct, topic, fanout, and headers. These routes 
ensure targeted information delivery. Users can either create custom exchanges or utilise 
predefined defaults. Prominent companies such as Verizon, JP Morgan Chase, XPO 
logistics, and travellers have integrated RabbitMQ into their operations. 

Yang validator also uses RabbitMQ and Nameko to establish a process for validating 
JSON messages against open config standards. The job scheduling process within the 
message queue resembles a queue, requiring users to wait their turn for service. 
Messaging queues find applicability across diverse use cases. They play a pivotal role in 
‘Multi-Point Broadcast’ applications, enabling messages to be broadcast to multiple 
destinations. RabbitMQ functions as a messaging broker, facilitating message 
transmission and retrieval, offering a secure storage space for messages. 

A message queue serves as a sequential service-to-service transmission method 
commonly used in serverless and micro-services architectures. Messages wait in a queue 
until they are processed. This paper introduces a model featuring a bulk arrival single 
server queue with a mandatory second multi-phase service. This model encompasses 
various application scenarios, similar to the previously mentioned RabbitMQ model. 

Figure 1 Structural outline of RabbitMQ (see online version for colours) 

 

3 Description of queueing model for Rabbit MQ 

Consider a single server retrial queueing system with two phase service. Customer arrives 
in batches according to Poisson process with rate α. Let Y be the batch size which is a 



   

 

   

   
 

   

   

 

   

   12 V. Devaraj et al.    
 

    
 
 

   

   
 

   

   

 

   

       
 

random variable with 
1

( ) ,  1, 2,3  , 1K K
K

P Y K C K C
∞

=

= = = … =  and C(z) is the 

probability generating function (PGF) with first two moments B1 and B2. 
Blocked customers enter the retrial group termed as orbit. The retrial time is generally 

distributed with distribution function A(s), density function a(s), Laplace Stieltje’s 
transform A*(α) and the and conditional completion rate 

( )( )
1 ( )

a xτ x
A x

=
−

 

The arriving customer takes service immediately when the server is in ideal state. The 
first service will serve for the entire arriving customer and it is generally distributed with 
distribution function B1(x), density function b1(x), Laplace transform B1*(x), two moments 
b1, b2. As soon as the first service is completed, the customer will automatically perform 
the compulsory multi-service with probability (σm). The compulsory second phase service 
time follows an arbitrary distribution with distribution function Bm(x), density function 
bm(x), Laplace transform Bm*(x), two moments 1c  and 2c  and conditional complete rate 
are 

1
1

1

( ) ( )
1 ( ) 1 ( )

m
m

m

b x b xε ε
B x B x

= =
− −

 

After the second service, the customer will leave the entire system. 

3.1 Steady – state distributions 

The system of equations that governs the model under steady state, by supplementary 
variable method are 

0 ,0
10

( ) ( )
k

QF
mm

m

R R x ε x dx
∞

=

= α  (1) 

( ) ( ( )) ( ) 1
F
n F

n
dR x τ x R x n

dx
= − + ≥α  (2) 

0
1 0

( ) ( ( )) ( )
E

EdR x ε x R x
dx

= − +α  (3) 

( )1 1
1

( ) ( ) ( ) ( ) , 1
nE

n E E
n k n

k

dR x ε x R x c αR x n
dx −

=

= − − + + ≥α  (4) 

,0
,0

( )
( ( )) ( ) 1, 2,

Q
m Q

m m
dR x

ε x R x m k
dx

= − + = α  (5) 

( ),
, , 1

1

( ) ( ) ( ) , 1,
nQ

m n Q Q
m m n k m n

k

dR x ε x R x c R n
dx −

=

= − − + ≥α α  (6) 

Boundary conditions 
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∞
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10 0 1
0
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∞ ∞
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, 1

0

(0) ( ) ( ) 0 1, 2Q E
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∞

= ≥ =   (10) 

The normalising condition is 

,0
1 0 00 0 0

( ) ( ) ( ) 1QF F E
n n m n

n n n

R R x dx R x dx R x dx
∞ ∞ ∞∞ ∞ ∞

= = =

+ + + =      

3.2 Steady state solution 

We use the PGF corresponding to different states of the server to solve the set of 
supplementary variable methods, enabling us to obtain the steady-state solution of the 
retrial queuing model. We define the PGF corresponding to the various states as 

1

( , ) ( )F F n
n

n

R x z R x z
∞

=

=  

0

( , ) ( )E E n
n

n

R x z R x z
∞

=

=  

,
0

( , ) ( )Q Q n
m m n

n

R x z R x z
∞

=

=  

By solving the partial differential equations from equation (2) to equation (6), we obtain 

( )( , ) (0, ) 1 ( )F F xR x z R z e A x−= −α  (12) 

( )(1 ( )
1(0, ) 1 ( ) ( , ) (0, ) (1 ( ))E c z x F F xR z e B x R x z R z e A x− − −− = = −α α  (13) 

( )(1 ( )( , ) (0, ) 1 ( )Q Q c z x
m m mR x z R z e B x− −= −α  (14) 

By multiplying the steady-state equation and steady-state boundary conditions from 
equations (7) to (10) by zn and summing over n, where n = 0, 1, 2, ..., we get 

*
01

(0, ) (0, ) ( (1 ( ))
k QF F

m mm
R z R z B c z R

=
= − − α α  (15) 
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0 *(0, )(0, ) ( ) [ ( ) ( )(1 ( )]
F F

E R R zR z c z c z A c z
z z

= + + + −α α  (16) 

*
1

1

(0, ) (0, ) ( (1 ( )))
k

Q E
m m

m

R z σ R z B c z
=

= − α  (17) 

By substituting the expression provided in equation (15) into equation (16), we obtain 

*
0

0 1 *

(0, ) ( (1 ( )))
(0, ) ( ) [ ( ) ( )(1 ( ]

k
Q F
m mF

mE

R z B c z R
RR z c z c z A c z
z z

=

− −
= + + −

 α α
α α  (18) 

By utilising the equation (0, )Q
mR z  provided in (17) within equation (18) and simplifying, 

we get 
*

0 [( ( )(1 ( ))](0, )
( )

F
E R A c zR z

D z
−= α α  (19) 

where 

( ) ( )* * *
1

1

( ) (1 ( )) (1 ( )) [ ( ) ( )(1 ( )]
k

m m
m

D z σ B c z B c z c z A c z z
=

= − − + − − α α α  

By substituting the expression for RE(0, z) given in equation (19) into equation (17), we 
obtain 

* *
10

1

( )(1 ( )) ( (1 ( )))
(0, )

( )

k
F

m
Q m
m

σ R A c z B c z
R z

D z
=

− −
=
 α α α

 (20) 

By substituting the equation for (0, )Q
mR z  provided in (20) into equation (15) 

0 * *
1

1

(0, ) ( (1 ( ))) ( (1 ( )))
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kF
F

m m
m

RR z z σ B c z B c z
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 
= − − − 
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α α α  (21) 

By inserting the RF(0, z) equation provided in (21) into equation (12) 
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Substituting the expression for RE(0, z), (0, )Q
mR z  given into equations (19) and (20) in 

the equations (13) and (14), we get 
*

0 (1 ( ))
1
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( )

F
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3.3 Steady state analysis 

The PGF of the orbit size when the server is in idle is 

0
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∞
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The probability generation function of the orbit size when the server is busy is 

[ ]
*
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F
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∞
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The probability generation function of the orbit size when the server in multi-service is 

0

( ) ( , ) .Q Q
m mR z R x z dx

∞

=   
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Using the normalising condition 0
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4 Performance measures 

In this section, we will outline the process of deriving performance measures for the 
proposed model. 
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• The steady state probability that the server is idle during the retrial time is 

[ ] *
1 2 1 10
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• The steady state probability that the server is busy in the first phase service is  
*

1 10 ( )(1)
(1)

F
E R A c μR

D
=

′
α α  

• The steady state probability that the server is busy in second phase of multi-service is 

*
1 20
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• The PGF of the number of customers in the queue is given by: 
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• The mean number of customers in the queue: 
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• The PGF of the number of customers in the system is given by  
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• The mean number of customers in the system 

22s
D T T DL
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The busy period is a crucial performance measure in retrial situations. The system’s busy 
period, denoted as B, is defined as the duration starting from an epoch when an arriving 
customer finds an empty system and ending at the next departure epoch when the system 
is empty again. 
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4.1 Special case 

If C(z) = z, and arrivals occur one by one according to a Poisson process with rate λ, then 
the model simplifies to a single-server general-service retrial queuing system with a 
mandatory two-phase service model. (7) 

5 Numerical illustration 

In this section, we present numerical examples aimed at studying the impact of various 
parameters on the primary system performance. The system parameters include the 
arrival rate (α), the retrial rate (τ), the rate of the first-phase mandatory service (ε1), the 
probability of a customer opting for multi-phase mandatory service (σm), and the batch 
size, which follows a geometric distribution with a mean of 1/μ, where μ∈ (0, 1]. We 
analyse the following performance measures through these numerical examples. 

• Ls expected number of customers in the system. 

• Lq expected number of customers in the queue. 
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• E(B) expected number of busy period 

Table 1 illustrates the impact of the retrial rate and the rate of the second phase of  
multi-service on various parameters. As the rate of the second phase of multi-service 
increases, both the system length and the queue size also increase. 

• Figure 2 demonstrates that as the retrial rate increases, the system size also increases. 

• Figure 3 shows that as the arrival rate increases, the queue size also increases. 

• Figure 4 indicates that as the arrival rate increases, the system size also increases. 

• Figure 5 highlights that as the arrival rate increases, the busy period of the system 
decreases. 

Table 1 Values of Ls and Lq by varying σ 

 σ = 0.1  σ = 0.2  σ = 0.3 

τ Lq Ls  Lq Ls  Lq Ls 

1.1 0.8459 1.3060  0.01266 0.0224  0.4864 0.4563 
1.2 0.8455 1.5327  0.01380 0.0246  0.4865 0.5595 
1.3 0.8451 1.7232  0.0149 0.0268  0.4866 0.6463 
1.4 0.8446 1.8853  0.0161 0.0291  0.4867 0.7203 
1.5 0.8442 2.0248  0.0173 0.0313  0.4868 0.7841 
1.6 0.8438 2.1457  0.0184 0.0336  0.4869 0.8395 
1.7 0.8434 2.2515  0.0195 0.0359  0.4870 0.8880 
1.8 0.8430 2.3447  0.0207 0.0382  0.4871 0.9308 
1.9 0.8426 2.4273  0.0219 0.0405  0.4872 0.9688 
2 0.8422 2.5007  0.0231 0.0429  0.4873 1.0027 

Figure 2 Effect of ε2 and τ on Ls (see online version for colours) 
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Figure 3 Effect of ε1 and α on Lq (see online version for colours) 

 

Figure 4 Effect of σ and α on Ls (see online version for colours) 
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Figure 5 Effect of σ and α on E(b) (see online version for colours) 

 

6 Cost analysis 

We formulate an expected cost function per unit for the Markovian Queue with a two-
phase multi-service retrial queue. Our objective is to determine the optimal values for the 
service rates (ε1, εm), denoted as (ε1*, εm*), that minimise the proposed cost function. 

Let us define the cost elements as follows: 

Ch Holding cost per unit time for each customer present in the system. 

Pe Probability that the server is idle during retrial time. 

Pf Probability that the server is busy in first phase of service. 

Pr Probability of that the server is busy in second phase of multi – service. 

Pb Probability of busy period. 

Utilising the cost element defined above, we construct the cost function as follows: 

( )1, (1) (1) (1) ( ).F E
m h s e f r m bTc ε ε C L P R P R P R Q P E B= + + + +  

The cost minimisation problem of the proposed model can be mathematically described 
as an unconstrained problem as follows: 

( ) ( )* *
1 1, min  ,  m mTc ε ε Tc ε ε=  

6.1 Optimal analysis 

The optimisation problem in service systems is commonly nonlinear and involves various 
intricate constraints. Even for a single objective, multiple cost factors often conflict, 
complicating the search for the optimal solution. Classical optimisation techniques may 
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not be suitable for tackling such complexities. An alternative efficient algorithm is 
required to find a near-optimal solution for such problems. In this paper, the particle 
swarm algorithm is employed to discover the optimal solution for our model. 

6.2 Particle swarm optimisation 

In this section, we employ the PSO algorithm to address the formulated cost optimisation 
problem. The PSO algorithm is a stochastic optimisation technique based on swarm 
behaviour observed in nature, including insects, birds, and fish. Each particle in the PSO 
algorithm navigates the search space with its own position and velocity. Particle 
movement is influenced by both its local best (p-best) and the global best (g-best) 
positions within the feasible solution space. 

Particle swarm optimisation: Pseudo code 
Input ε1, εm service rate, learning parameter 
Output Approximate the solution vector [ε1*, εm*] and compute the values of cost function 

Tc[ε1, εm] 
Step 1 Initialisation: Find location εm of m particle. 
Step 2 Find G* (g-best) from (min) form [Tc(ε1), Tc(ε2) …Tc(εm)] 
Step 3 while (t < max generation) or (stop criterion) 
 for loop over all n particle and all dimension. 
Step 4 Find new location for ith particle ε1t + εmt+1 
Step 5 Evaluate objective function at new location εmt+1 
Step 6 Find the current best (p-best) for each particle ε end for 
Step 7 update global for G* 
 t–t + 1 
 end while 
Step 8 output find results ε1*, εm* 

6.3 Numerical analysis 

This section presents a numerical analysis of the parameter optimisation for the queueing 
system under consideration. 

We consider the parameters Ch = 8, Pe = 9, Pf = 4, Pr = 9, Pb = 8 
Table 2 illustrates the diverse values of system parameters used in the proposed 

algorithm. In Table 2, we calculate the total expected cost of the first phase of service and 
the multi-phase service for the RabbitMQ model. As the number of messages requiring 
service in the two phases increases, the total expected cost also increases. 
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Figure 6 Total excepted cost with parameters ε1, and εm (see online version for colours) 

 

Figure 7 Total excepted cost with parameters εm and τ (see online version for colours) 

 

Table 2 Optimal value of ε1* and εm* with minimal excepted cost Tc 

(ε1, εm) ε1* εm* Tc 
(10, 15) 6.9159 3.8406 5880.71 
(10, 20) 7.1829 3.9913 6053.99 
(10, 25) 7.4180 4.306 6179.28 
(15, 15) 7.77542 5.8253 6114.91 
(20, 15) 6.3465 7.9006 6308.64 
(25, 15) 6.0965 8.3681 6464.25 
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Figure 8 Total excepted cost with parameters α and τ (see online version for colours) 

 

Figure 9 Total excepted cost with parameters τ and ε1 (see online version for colours) 

 

7 Conclusions 

This paper delves into the utilisation of a bulk arrival two-phase retrial multi-service 
queue using the RabbitMQ model presents a promising approach to efficiently manage 
and handle complex queuing scenarios in distributed systems. This model offers the 
advantage of handling various types of services simultaneously while accommodating 
retrials, making it suitable for real-world applications with diverse service requirements 
and customer behaviours. Its scalability and fault-tolerant features make it a valuable tool 
for optimising resource allocation and improving system performance. As we continue to 
explore innovative queuing mechanisms in the realm of distributed computing, the bulk 
arrival two-phase retrial multi-service queue with RabbitMQ stands as a robust solution 
that can enhance the reliability and responsiveness of modern service-oriented. The PGF 
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of the customer count within the system is derived through the supplementary variable 
technique. The study includes an analysis of performance metrics and special cases. The 
behaviour of RabbitMQ is explored using numerical analysis. Additionally, a cost model 
is developed employing the particle swarm algorithm to ascertain total cost optimisation 
for service rates within the RabbitMQ model. In future work, a multi-server setup with 
two phases and server breakdowns will be tackled. 
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