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Abstract: Software defined Internet of Things (SD-IoT) has drawn several attacks

because of its novelty. To counter such attacks, this paper presents a study on

feature selection using Jaya Optimisation for making the lightweight intrusion

detection system (IDS) for the data plane of SD-IoT. To check the effectiveness

of the selected features, an ensemble of tree-based classifiers that uses a boosting

approach called light gradient boosting machine (LGBM) is trained and tested

with all features (AF) and then with selected features (SF) using 10-fold cross-

validation. It was found that LGBM gave better performance when it was trained

with SF. For performance evaluation, some well-known metrics have been used,

namely recall, accuracy, false alarm rate (FAR), F1, precision, Cohen’s Kappa

coefficient (CKC), and prediction time. This trained model is deployed for attack

detection in the OpenFlow-enabled devices of data plane of SD-IoT where it can

detect the attacks in a distributed manner.

Keywords: OpenFlow, Ryu Controller; SD-IoT; software defined Internet of
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1 Introduction

Internet of Things (IoT) technology is regarded as the most fascinating in the era of

information technology. In the modern world, which is interconnected by the Internet and

other secure networks, hacking is a significant issue (Taylor et al., 2020; Singh et al.,

2020; Kabacinski and Abdulsahib, 2020; Roesch, 1999; Wagner and Soto, 2002). Hackers

continue to develop new techniques for breaking into networks to steal sensitive data about

victims or to install harmful software to watch on their financial behaviour (Saeed et al.,

2016; Fu et al., 2017; Chaabouni et al., 2019). A hacker’s target is to find the weaknesses

in the computer or computer networks and exploit those for making attacks. Hackers may

be software engineers motivated by a variety of factors, including monetary gain, ill will

towards the victim, testing their own hacking skills or network security, or simply for the

sheer fun of it.

SDNs are gaining popularity in a wide range of fields like virtualisation, big data

analytics, cloud computing, security, monitoring, etc.

SDN-based IoT (SD-IoT) refers to the use of SDN architecture to link IoT devices to

the network (see Figure 1). The IoT devices are connected with the gateway which is further

connected to the data plane devices of SDN. Whenever a new request comes to the switch

from the IoT devices related to forwarding the packets, the switch searches its flow tables

to check whether any entry related with this type of request exists or not. If any match is

found, the packet is dealt according to the rules already available in the flow table. If no

entry is matched, the switch sends the packet_in request to the controller. Upon receiving the

request, the controller responds back with the packet_out response. This response consists

of the rule which is installed in the flow table of the switch and the packet is dealt according

to this installed rule. For making this communication, OpenFlow protocol is used whose

important fields are shown in Figure 2.

Many attacks are possible in the SD-IoT network which may target any layer of the SD-

IoT. One of such attacks is DDoS attacks which essentially overwhelm network resources

with illegitimate and unwanted requests in order to make them unavailable to legitimate ones.

By saturating networks with ICMP, TCP, or UDP traffic, a DDoS attack can be conducted.

A DDoS attack can target any tier of the SDN, as stated in Liu et al. (2019), but most of

the attacks are focused on the SDN controller. A compromised IoT device sends a flood of

requests to the SDN network with some changes in the header of the data packets data.

To counter the attacks in the networks, two types of attack detection devices have been

developed, namely anomaly based intrusion detection system (AIDS) and signature based

intrusion detection system (SIDS) (Khraisat et al., 2019). In one hand where SIDS requires

signature of the attack for detecting the attacks, AIDS require the training of the model with
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the network traffic before they are used. The details about these systems is given in Khraisat

et al. (2019) and Chauhan and Atulkar (2023a, 2023b).

Figure 1 SDN based IoT (see online version for colours)

Figure 2 The field of Openflow protocol (see online version for colours)

The main contributions of the work are listed below:

1 feature selection using Jaya algorithm from the BoT-IoT dataset

2 with the objective of finding the best performing model, training and testing of the

models
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3 deployment of the trained model in the OpenFlow enabled devices of SD-IoT where

they can detect the attacks for which it has been trained.

The rest of the paper is organised as follows. Section 2 discusses the work done in the field

of feature selection and attack detection. The motivation behind doing the work is given

in Section 3. The methodology how this has been done is shown in Section 4. Section 5

describes the implementation environment. Section 6 discusses the experiments. Conclusion

and Future work has been described in Section 7.

2 Related work

In this section, various attack detection systems on data plane of SD-IoT have been studied.

To recognise and thwart DDoS attacks on the SD-IoT, a semi-supervised deep Extreme

Learning Machine was developed by Ravi and Shalinie (2020). They stated that they have

implemented the attack detection system using a distributed controller environment but

they have not cleared how they derived the features from the data and control plane. They

used both their own internal dataset and publicly accessible datasets from UNB-ISCX to

assess performance. By going through their literature, it is found that they employed the

switched port analyser (SPAN) feature of the Cisco Nexus Switch to extract 155 features

without providing any further details on how they obtained the features. These properties

mostly apply to data packets, hence only the data plane can extract them. They have also

exclusively used UDP packets to demonstrate their investigation. They achieved the value

of F1 of 97.2%, the value of accuracy 97.9%, the value of precision 97.2%, the value of

recall 97.6%, and the value of precision 97.2% with success.

Khanday et al. (2023) have developed a light weight attack detection system for IoT

devices. They have used Logistic Regression, ANN, LSTM, and Linear SVC classifiers and

used TON-IoT and BoT-IoT datasets for their result evaluation. The result of LSTM is the

highest among other classifiers.

Saba et al. (2022) have developed CNN-based approach for anomaly detection. They

have also used BoT-IoT for their result evaluation and achieved accuracy of 92.85%.

The work done in Almaraz-Rivera et al. (2022) have performed binary and multiclass

classification for attack detection in IoT networks. They have concated BoT-IoT dataset

with their own dataset and checked the results. They got the values of recall, F1 ,accuracy,

and precision, 98.908%, 98.98.605%, 98.908%, and 98.857% respectively.

A controller based centralised DDoS attack detection approach has been developed

by Chauhan and Atulkar (2023b) for SD-IoT. They have implemented their work using

Ryu controller in remote mode and they have created the SDN topology using Mininet

emulator. For generating the attack and normal traffics, they used distributed internet traffic

generator (DITG) and the hping3 tools. From these generated traffics, they have dumped

some statistics and finally extracted six features from these statistics and created a dataset.

Using this dataset they trained and tested some well known classifiers, namely LGBM,

SVM, KNN, and RF to determine the effectiveness of the features extracted. LGBM’s

performance was found better than several other cutting-edge works. Its performance has

been demonstrated under a wide variety of metrics and it achieved the value of accuracy

99.088%, value of precision 99.089%, value of recall 99.088%, value of F1 99.084%, value

of prediction time 22.116 Seconds, value of false alarm rate (FAR) 0.329%, value of CKC

98.250%, and AUC value 0.996%.
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In order to choose the best features, the work presented in Das et al. (2022) introduces a

unique Jaya optimisation algorithm based feature selection approach. By updating the worst

features to shrink the size of the feature space, this strategy employs a search technique

to locate the best suited features. As a result, supervised machine learning algorithms

perform better. Ten benchmark datasets are used to assess the performance of the suggested

approach, which is then compared to other FS approaches such genetic algorithm-based FS,

particle swarm optimisation algorithm-based FS, and differential evolutionary-based FS.

The experimental findings indicate that FSJaya outperforms other approaches like FSGA,

FSPSO, and FSDE in terms of average classification accuracy across the majority of datasets.

The Friedman and Holm test has been used to validate the suggested approach’s statistical

significance proof. In comparison to its equivalents, the suggested strategy is proven to be

effective at choosing an ideal subset of attributes.

The wrapper-based feature selection approaches are still controversial among academics

because many of them are constantly working to create new feature selection methods

by utilising various optimisation techniques. Several surveys on various feature selection

approaches and their significance in the categorisation process have been made in

Chandrashekar and Sahin (2014) and Venkatesh and Anuradha (2019). These surveys

examined the difficulties as well as the various tactics used in feature selection methods

in the past.

Chauhan and Atulkar (2023a) have proposed a stacking hybrid classifier-based system

using Support Vector Machine and K-Nearest Neighbour at level 0 and LogisticRegression

at level 1 to fight DDoS attacks. The NSL-KDD dataset for detecting DDoS attacks is used

to test the performance of the hybrid classifier stack.

Trigger based attack detection system has been proposed in Tan et al. (2020). They are

using a cooperative approach where the attack is first detected in data plane devices and

then a trigger is sent to the controller which finally decides whether the attack detected by

data plane device is a correct prediction or not. Once an attack is detected in the data plane

device, the controller extracts the five features from the incoming traffic and checks for

the attack. Once an attack is detected by the controller, steps to mitigate it are taken. For

implementing their work, they have used Mininet and ONOS controller.

A control plane based approach for a centralised attack system has been developed by

Ye et al. (2018) Floodlight controller has been used. They extracted 6 features from the

synthetic dataset and checked the performance using SVM. (Tan et al., 2020) also developed

a control plane based approach for attack detection. They used ONOS controller for attack

detection, checked the performance on KNN and K-Means and blocked the attack in both

the planes.

An approach to detect the attack in the controller of SDN has been developed by Kalkan

et al. (2018). For their work, they have used Ryu controller, generated different type of

attacks namely TCP SYN attack, DNS Amplification Attack, NTP Attack, Generic Attack

and Mixed Attack to create their own dataset and finally trained models with the created

dataset. For the same objective of attack detection, Chen et al. (2018) used POX controller

and used Hyenae for performing attack. They found XGBoost performing best among other

classifiers.
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Niyaz et al. (2017) developed a control plane based approach for attack detection. They

used stacked auto encoder (SAE) for feature reduction derived from network traffic headers.

Karan et al. (2018) developed a data plane based approach for attack detection. They used

DNN and SVM for feature selection on KDD CUP 99 dataset, and found that DNN is

performing better than SVM.

The raw packet capture files of four datasets, namely BoT-IoT, UNSW-NB15, TON-IoT,

and CSE-CIC-IDS2018 have been used by Sarhan et al. (2021) where they are converting

these into corresponding NetFlow format. They labelled the created dataset for both binary

and multiclass traffic. They evaluated the performance using an Extra Tree ensemble

classifier. They achieved the accuracy of 93.82% and F1 value of 97%.

Banitalebi Dehkordi and Soltanaghaei (2020) have developed a control plane based

approach to detect the attack in SDN. They used Floodlight controller on ISCX-SlowDDoS-

2016, ISCX-IDS2012, CTU-10 and CTU-11 datasets. They used BaysOut, J48, Simple

Logistic, Random Tree, Naive Bayes, RepTree classifiers. The issue here is that all the

datasets are meant for dataplane and not for control plane.

For SD-IoT based 5G network, an intrusion detection and prevention system is proposed

by Sarica and Angin (2020). Their solution is based on automatic feature extraction and

classification of the attack using Random Forest classifier in the application layer of SDN.

They have used BoT-IoT dataset and achieved the value of accuracy, precision, F1, recall

as 96%, 96.71%, 94.69%, and 92.75% respectively. An approach for cyber defence using

attack graphs prediction and visualisation has been proposed by Mishra (2023). To detect

an attack and assess the performance of the suggested system, machine learning techniques

such as SVM, RF, KNN, LR, and multilayer perceptron (MLP) are used. The top classifiers

in terms of accuracy, recall, precession, and F-score were RF and MLP.

The prior key works in this area which are related to the current work have been

mentioned in Table 1.

3 Motivation

The main objective of detecting the attack in the OpenFlow enabled devices of data plane

of SD-IoT is to make the controller free for performing some other important tasks. There

are some works like Chouhan et al. (2023) which works on detecting the attack in the

controller of SDN. The problem with this solution is that the major parts of the controller

resources are consumed in checking the attack in a frequent interval while the resources of

data plane devices remain idle. If these resources are used for attack detection, it will make

the controller free for performing some other tasks. The second problem with detecting

the attack centrally is that in case of attack the channel connecting the data plane devices

with controller becomes chocked like in DDoS attack making the controller irresponsive

for legitimate requests. If this attacks had been detected in the data plane devices, channel

would never chock.

The motivation of this work is the above mentioned two reasons.
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4 Methodology

Figure 3 shows the complete flow of the work done in this research. First of all, the dataset

is preprocessed and then broken into two parts; train and test datasets. Train dataset is

given to the Jaya algorithm to find the optimal subset of features. By using the process of

removing noisy, irrelevant, and redundant features, it explores the solution space. Now, one

LGBM classifier, named as LGBM(SF ), is trained and tested using these selected features

using 10-fold cross validation. Once this process is over, another LGBM classifier, named

as LGBM(AF ), is trained and tested using all the features and then the performance of both

the classifiers is compared under the metrics recall, accuracy, FAR, F1, precision, CKC,

and prediction time. Finally, the best performing model is deployed in all the OpenFlow

enabled data plane devices.

Figure 3 Methodology of proposed work

4.1 Jaya Algorithm based feature selection

The population-based algorithms need some controlling parameters, including initial

weight, population size, generational frequency, mutation probability, and crossover

probability. To get at the best answer, these parameters must be correctly tweaked. The

success of the optimisation method depends heavily on the right tuning of these algorithm-

specific parameters; on the other hand, improper tuning of these parameters may trap in

local optimum and also raise the computational cost of the problem.

In order to solve the aforementioned problems, the Jaya optimisation method is utilised

(Venkata Rao, 2016). This is a specific parameter-less algorithm i.e., it takes only the

compulsory parameters which are required for population based optimised algorithm, there

is no algorithm specific parameter. This feature overcomes the above mentioned problem

as no parameter tuning is required for algorithm specific parameters.

Let the total number of candidate solutions (population) is P , and the total number of

features is D (design variable). Initially random candidate solution is picked and in it a
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subset of features is taken let j where j = 1, 2, 3, . . . , D. These selected features are sent

to the classifier and the fitness value is calculated. To get the optimal subset of features

the value of fitness function should be minimised. Each output given by the classifier is

matched with actual output and the error is calculated using equation (1) where ŷ(k) is the

actual output and y(k) is the predicted output. Equation (2) is used for calculating the fitness

value where k might take values 1, 2, 3, . . . ,m. Here m is the total number of samples in

testing dataset. Thus, fitness value is calculated by dividing the total error with the number

of samples available is testing dataset.

Error(o) = (ŷ(k) 6= y(k)) (1)

f(i) =

∑m

i=1 Error(o)

m
(2)

Let f(x)best and f(x)worst represent the best and worst value of fitness function, Xbest

is the best value of the variable and Xworst is the worst value of the variable. Similarly,

Xj,k represents the value of the jth variable for the kth candidate and Xt
j,k represents the

Xj,k value for tth iteration. This algorithm works by updating the value of individual by

using equation (3) where Xnew is the new value, Xj,k is the present value, r1 and r2 are

two numbers whose values range between 0 and 1. The term r1 (Xbest − |Xj,k|) drives the

individual towards best solution whereas the term r2 (Xworst − |Xj,k|) drives to discard

the worst solution. The equation that is used to update the value can be represented by

equation (4) for an individual iteration t.

Xnew = Xj,k + r1 (Xbest − |Xj,k|)− r2 (Xworst − |Xj,k|) (3)

Xt
new = Xt

j,k + r1
(

Xt
best −

∣

∣Xt
j,k

∣

∣

)

− r2
(

Xt
worst −

∣

∣Xt
j,k

∣

∣

)

(4)

The binary conversion of Xnew is done using equation (5) and new candidate is selected if

its probability is given 1 (Das et al., 2022).

Xnew =

{

1 if Xj,k > threshold

0 Otherwise
(5)

Now for Xnew the fitness value is calculated as fnew = f(Xnew).
For minimisation problem, following steps are performed

If fnew < fi, then replace Xi with Xnew and fi with fnew .

For maximisation problem, following steps are performed

If fnew > fi, then replace Xi with Xnew and fi with fnew .

The current work’s objective is to minimise the error so this comes under minimisation

problem and hence has been dealt accordingly as mentioned above.
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4.2 Light gradient boosting machine (LGBM)

LGBM is a tree based ensemble classifier that uses boosting approach in its working. LGBM

uses gradient-based one side Sampling (GOSS) and exclusive feature bundling (EFB) which

make it different from other boosting algorithms. GOSS keeps the samples which have

large gradient and removes other with lower gradient. EFB is used in a dataset where sparse

feature space exists. There might be many mutual exclusive features which take nonzero

values simultaneously. In such cases, exclusive features are bundled into a single feature

resulting to fast processing. Further, it is a boosting approach so it reduces the bias of

decision tree. Due to the reason mentioned above, LGBM provides better accuracy and less

training time, less memory. Apart from these advantages, it is found good to work with both

type of datasets i.e., small and big size datasets. It provides parallel learning and removes

overfitting even when working with small size dataset. The speed of LGBM training is

found 20 times faster than other GBDT (Ke et al., 2017; Khonde and Ulagamuthalvi, 2020;

Khammassi and Krichen, 2017).

A typical working of boosting approach is shown in the Figure 4. Weak learners are used

in the first level of series of learners. The wrong predictions given by lower level learners

are sent to the learning phase of higher level learners which they try to remove. This process

is repeated till the termination condition is not reached.

Figure 4 Working of boosting method (see online version for colours)

4.3 Training and performance evaluation of the classifier

Before the work of model training starts, the dataset is preprocessed where among many

other tasks, the work of feature scaling is done using MinMax scaling due to its faster nature

(Abdullah et al., 2018; Wang et al., 2020a). Equation (6) is used for performing MinMax

scaling. After this, 10-Fold cross validation is performed for training and testing of the

classifiers. After going through the work (Priyadarsini, 2021; Alhaj et al., 2016; Wang et al.,

2020b), it is found that if the value of K is kept 10, better performance is achieved so here

the value of K is taken 10.

Fi =
(F − Fmin)

(Fmax − Fmin)
(6)



An efficient attack detection approach for software defined Internet of Things     29

where, F , Fmin, Fmax, and F i are the actual, minimum, maximum, and scaled values,

respectively. In this work 10-Fold cross validation has been performed for classifier training

and validation. Names of the metrics under which performance is evaluated are recall,

accuracy, FAR, F1, precision, CKC, and prediction time. For calculating majority of these

metrics, the confusion matrix given in Table 2 has been used.

Table 2 Confusion matrix (see online version for colours)

A
c
t
u
a
l
V
a
lu

e

Predicted Value

Attack Normal

A
t
t
a
c
k

(TP) (FN)

N
o
r
m

a
l

(FP) (TN)

True positive (TP) and false negative (FN) are terms used to describe whether an attack was

predicted to occur or not. Similar to this, when a regular flow of traffic is expected to be

normal, it is referred to as a true negative (TN), and when it is predicted to be an attack, it

is referred to as a false positive (FP).

Equations (7)–12 provide the formulas to calculate all the metrics. These are covered

in Chouhan et al. (2023); Chauhan and Atulkar (2023b) in great detail.

1 Accuracy: The ratio of accurate predictions to total predictions is known as accuracy.

The model’s performance is assessed using a variety of indicators in addition to this

one, thus a greater score does not automatically indicate better performance.

Accuracy =
TP + TN

TP + TN + FP + FN
× 100 (7)

2 Precision: Precision is the proportion of correctly anticipated positives to all

positives. Less inaccurate positive predictions are made by the model as accuracy

increases. This is the statistic to employ if the expense of a false positive is more

important.

Precision =
TP

TP + FP
× 100 (8)

3 Recall: Recall is defined as the proportion of correctly predicted positives to all

positives in the actual class. The model’s anticipated number of false negatives is

thought to be low if the recall value is higher. This statistic is the most significant if

the cost of a false negative outweighs the benefit of memory.

Recall =
TP

TP + FN
× 100 (9)
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4 F1-Value: The weighted average of recall and precision is represented

mathematically by the expression F-1. If there are different numbers of classes, then

this statistic is important.

F1-Score =
2 ∗Recall ∗ Precision

Recall+ Precision
X 100 (10)

5 False alarm rate (FAR): FAR measures the ratio of accurate forecasts to all

inaccurate predictions made for the actual class.

False Alarm Rate =
FP

FP + TN
X 100 (11)

6 Cohen’s Kappa Coefficient: When working with multiclass and unbalanced

datasets, this statistic is especially helpful. In these circumstances, precision, recall,

accuracy, and other metrics cannot provide a whole picture, but Kappa can. CKC is

calculated using the following formula:

κ =
po − pe

1− pe
= 1−

1− po

1− pe
(12)

7 Testing time: Once a model has been trained, it is tested using testing dataset. The

time a model takes to predict the output of the training data is called the testing time.

Testing time presents the more important information than the training time as the it

shows the reality about how much time a model will take once it is deployed in the

real world.

4.4 Deployment of the classifier

Once the best performing LGBM model is found, the next step is to deploy it in the OpenFlow

enabled data plane devices of SD-IoT. Now, the required features are extracted from the

live traffic and sent to the model for prediction. The next course of action can be chosen

based on the forecast made by the model. Algorithm 1 demonstrates the complete actions.

5 Implementation environment

This section provides the details of the hardware and software used for performing the

experiment. All the experiments have been carried out in Ubuntu 18.04 Operating System.

The system was equipped with the RAM of size 8GB, and the processor was an AMD PRO

A8- 8650B R7 processor. All the software used for performing the tasks are Python based

software like Jupyter was used as IDE, Python has been used for implementing the work.

The supportive libraries are also Python based such as Numpy, Pandas, Scikit-learn, etc. Ryu

has been used as a remote controller in an SDN system that has been emulated using Mininet

and Ryu. Ryu was chosen as the SDN controller for two reasons: first, its performance

has been reported more quickly than that of other comparable controllers (Chouhan et al.,

2019); and second, it was written in Python, making it simple to integrate with all other

python libraries utilised in this work.
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6 Experiments and discussion

This section includes information on the experimental procedures for feature extraction,

dataset development, model training, and model testing. The comparison with other cutting-

edge works and a discussion follow.

6.1 Dataset preprocessing

In 2018, Bot-IoT (Koroniotis et al., 2019) became available. Contrary to the majority of the

other intrusion detection datasets now in use, the dataset’s most significant characteristic is

that it consists of the traffic related to IoT. For this work, 5% of 5% of the entire dataset has

been used which is available in four CSV files where total number of records are 1,83,426.

This dataset consists of total 43 features and 3 labels which can be used for binary and multi-

class classification of the attacks. The dataset includes regular as well as attack traffic. The

names of the attacks are DoS, DDoS, Reconnaissance, and Theft. The number of records

corresponding to these attacks are shown in Table 3 and in Figure 5. The dataset’s primary

issue is that some attack types do not have enough samples to be considered. To remove this

issue, SMOTE technique has been used to balance the dataset. After balancing the dataset,

the balanced dataset has been shown in Figure 6.

Table 3 Table showing the count of labels

S. no. Name of label Count

1 DDoS 96331

2 DoS 82513

3 Reconnaissance 4554

4 Normal 24

5 Theft 8

Figure 5 Dataset before balancing (see online version for colours)

Additionally, there are not many records for typical traffic. The dataset listed above was

used in the majority of the currently available research on IDSs for SDN and IoT contexts.

This dataset was not produced on SDN-managed networks, nevertheless.
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Figure 6 Dataset after balancing (see online version for colours)

6.2 Selection and analysis of the features

The objective here is to find the most suitable features using Jaya algorithm. For this, the

number of particles taken is 10, and for selecting the best solutions the number of iterations

is 100. The fitness function for this has been shown in Figure 7. Here, it is found that the

best solution is found in 42nd iteration. After running the process, 6 features are selected

as the best features. Names of these features are ’pkSeqID’, ’pkts’, ’bytes’, ’ltime’, ’rate’,

’Pkts_P_State_P_Protocol_P_SrcIP’.

Figure 7 Fitness function (see online version for colours)

To check if the selected features are effective or not, a heat matrix is drawn. In heat matrix,

relation among the features is shown; a value of 0(zero) between two features shows no

relation between them whereas a value of 1 shows that they are 100% related and hence

they are giving same information. The diagonal elements of the matrix would always be

1 because it shows the relation between same feature. The features which are completely

related are withdrawn and only one among them is taken. Figure 8 shows the heat matrix of

the selected features in the current work. From the figure, it can be stated that the selected
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features are effective. Further, effectiveness of the selected features is checked in the next

section where model training and testing is done using these features.

Figure 8 Heat matrix of the selected features

6.3 Evaluation of the models

To check the effectiveness of the selected features, the LGBM classifier is trained with two

sets of features, first with selected features(SF) called as LGBMSF , and second with all

features (AF) called as LGBMAF . For getting the best values, they are trained and tested

using 10-fold cross validation. The results have been compared under recall, accuracy, FAR,

F1, precision, CKC, and prediction time. Formulas to calculate all the metrics are shown

in equations (7)–(12). These values have been shown in Table 4 and explained in detail

in Elhag et al. (2019). The confusion matrix of LGBMAF and LGBMSF are shown in

Figures 9 and 10, respectively.

Table 4 Table containing the values of metrics of both the classifiers

LGBMAF LGBMSF

Accuracy 95.508 99.088

Precision 97.313 99.089

Recall 95.508 99.088

F1-Value 96.351 99.084

FAR 1.246 0.329

Prediction 19.862 22.116

CKC 91.554 98.250

Figure 11(a) shows the comparative values of accuracy of both the models named as

LGBMSF , and LGBMAF . The values of accuracy given by LGBMAF and LGBMSF

are 95.508% and 99.088%, respectively which shows that LGBMSF is performing better

than LGBMAF .

Figure 11(b) shows the comparative values of precision of both the models. The values

of precision given by LGBMSF is 99.089% and that of LGBMAF is 97.313% which

shows that LGBMSF is performing better than LGBMAF .
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Figure 9 Confusion matrix of LGBMAF (see online version for colours)

Figure 10 Confusion matrix of LGBMSF (see online version for colours)

Figure 11(c) shows the comparative values of recall of both the models. The values of

recall given by LGBMSF is 99.088% and that of LGBMAF is 95.508% which shows

that LGBMSF is performing better than LGBMAF . Similarly, the values of F1 and FAR

given by LGBMAF are 96.351% and 1.246% and those for LGBMSF are 99.084% and

0.329%, which again shows that LGBMSF is performing better. The figures of these are

shown in Figure 11(d) and (e), respectively.

Figure 11(f) and (g) show the comparative values of testing time and CKC ofLGBMAF

and LGBMSF . The values given by LGBMSF for these metrics are 22.116 Seconds

and 98.250%, respectively whereas these values for LGBMAF are 19.862 Seconds and

91.554%, respectively. It can be observed that LGBMAF is performing better than

LGBMSF in testing time whereas LGBMSF is performing better thanLGBMAF in case

of CKC.

The reason of better performance of LGBM is that LGBM uses gradient-based one side

sampling (GOSS) and exclusive feature bundling (EFB) which make it different from other

boosting algorithms. GOSS keeps the samples which have large gradient and remove other

with lower gradient. EFB is used in a dataset where sparse feature space exists. There might
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be many mutual exclusive features which take nonzero values simultaneously. In such cases,

exclusive features are bundled into a single feature resulting to fast processing. Further it

is a boosting approach so it reduces the bias of decision tree. Due to the reason mentioned

above LGBM provides better accuracy and less training time, less memory, working good

with both type of datasets i.e., small and big size datasets. It provides parallel learning and

removes overfitting even when working small size dataset. The speed of LGBM training is

found 20 times faster than other GBDT (Ke et al., 2017; Khonde and Ulagamuthalvi, 2020;

Khammassi and Krichen, 2017).

6.4 Model deployment in the OpenFlow enabled devices

It is found that LGBMSF is performing best so it is deployed in all the OpenFlow enabled

devices of SD-IoT. For this, the pickle file of the trained model and scaler are taken and

deployed. The algorithm to deploy the trained model in all the OpenFlow devices is given

in Algorithm 1. After deployment, all the devices of data plane can extract the features from

the live traffic using Bro or Argus tools and then these selected features can be given to

scaler function which can scale the values. Finally, these values are sent to the classifier

for checking whether this is an attack or not. In case of detection of attack, the incoming

traffic is stopped immediately. The diagram given in Figure 12 shows the complete work of

attack detection in an SD-IoT environment. The working of the detection has been shown

in Algorithm 2.

Algorithm 1: Algorithm showing the process
of model deployment in the OpenFlow enabled
data plane devices of SD-IoT.

Input: ′lgbm.pkl:
′ Pickle file of trained model

’scaler.pkl:’ Pickle file of scaler function that
has been used for feature scaling

Output: Distributed IDS deployed SD-IoT

/* Load the Trained Model and Scaler from the

Memory. */

1 trained lgc← joblib.load(lgbm.pkl)
2 scaler fun← joblib.load(scaler.pkl)

/* Get the ID of all the OpenFlow enabled devices

*/

3 for i← 0 , dp in datapath devices list do

4 datapath array[i]← dp

5 i← (i+ 1)

/* Deploy the MinMax scaler function and LGBM

model in each device */

6 for i← 0 To count(DP devices) do

7 datapath array[i].deploy ← trained lgc /* Deploy

the trained model */

8 datapath array.deploy ← scaler fun /* Deploy the

standard scaler */
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Algorithm 2: Algorithm for attack detection.
Input: Traffic: Live Network Traffic.
Output: 1: If prediction is an attack

0 If prediction is a normal traffic.

/* Load the tool and extract the features */

1 Extractor = Bro or Argus

2 Features = Extractor(Traffic)
3 F = Π(f1,f2,f3,.....,fn) (Features)

/* Load the scaler function and trained model for

prediction */

4 trained lgc← joblib.load(lgbm.pkl)
5 scaler fun← joblib.load(scaler.pkl)
6 scaledF = scaler fun.transform(F )

/* Get the prediction */

7 prediction = trained lgc.predict(scaledF )
/* return the prediction */

8 Return prediction

6.5 Comparison with other similar works and discussion

The similar studies have been compared and the results have been shown in Table 5. Khanday

et al. (2023) have developed a light weight attack detection system for IoT devices. They

have used Logistic Regression, ANN, LSTM, and Linear SVC classifiers and used TON-IoT

and BoT-IoT datasets for their result evaluation. The result of LSTM is the highest among

other classifiers. These values have been mentioned in Table 5.

Table 5 Comparison with other similar works

Testing

time Kappa

Ref. and Year Accuracy Recall Precision F1_Score FAR (in second) coefficient

Sarhan et al. (2021) 93.82% NA NA 97% NA NA NA

Sarica and Angin 96.0% 92.75 96.7 94.69 NA% NA NA

(2020)

Friha et al. (2022) 93.29% NA % 1 % 1% NA NA NA

Khanday et al. (2023) 98.0% 100% 98% 99% NA% NA NA

Saba et al. (2022) 92.85% NA% NA NA NA% NA NA

Almaraz-Rivera 98.908% 98.857% 98.908% 98.605% NA NA NA

et al. (2022)

[This work] 99.088 % 99.088% 99.089% 99.084% 0.329% 22.116 98.250%

Saba et al. (2022) have developed CNN-based approach for anomaly detection. They have

also used BoT-IoT for their result evaluation and achieved accuracy of 92.85%. The work

done in Almaraz-Rivera et al. (2022) have performed binary and multiclass classification

for attack detection in IoT networks. They have concated BoT-IoT dataset with their own

dataset and checked the results. They got the values of recall, F1 ,accuracy, and precision,

98.908%, 98.98.605%, 98.908%, and 98.857%, respectively.
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Figure 11 Performance comparison of all the classifiers: (a) accuracy value of all the classifiers;

(b) precision value of all the classifiers; (c) recall value of all the classifiers; (d) F1

Value of all the classifiers; (e) FAR value of all the classifiers; (f) testing time of all the

classifiers and (g) value of Cohen’s Kappa coefficient of all the classifiers (see online

version for colours)

(a) (b) (c)

(d) (e) (f)

(g)

The raw packet capture files of four datasets, namely BoT-IoT, UNSW-NB15, TON-IoT, and

CSE-CIC-IDS2018 have been used by Sarhan et al. (2021) where they are converting these

into corresponding NetFlow format. They labeled the created dataset for both binary and

multiclass traffic. They evaluated the performance using an Extra Tree ensemble classifier.

They achieved the accuracy of 93.82% and F1 value of 97%.

For SD-IoT based 5G network, an intrusion detection and prevention system is proposed

by Sarica and Angin (2020). Their solution is based on automatic feature extraction and

classification of the attack using Random Forest classifier in the application layer of SDN.

They have used BoT-IoT dataset and achieved the value of accuracy, precision, F1, recall

as 96%, 96.71%, 94.69%, and 92.75%, respectively.
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Figure 12 Deployment of the trained classifier in SDN controller (see online version for colours)
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7 Conclusion and future work

In this work, Jaya optimisation algorithm has been used for the selection of the features

that selects 6 features from the BoT-IoT dataset. Now, the LGBM model is trained with

two sets of features. First, it is trained with the set of 6 selected features which is named as

LGBMSF , and then it is trained with the set of all the features which is named asLGBMAF .

After each training, the model’s performance is evaluated under the metrics recall, accuracy,

FAR, F1, precision, CKC, and prediction time. The values given by LGBMSF under

these metrics are 99.088%, 99.088%, 0.329%, 99.084%, 99.089%, 98.250%, and 22.116

seconds, respectively. The values given by LGBMAF for same metrics are 95.508%,

95.508%, 1.246%, 96.351%, 97.313%, 91.554%, and 19.862 seconds, respectively. It is

found that LGBMSF is performing better under all the metrics except prediction time but

the difference is manageable, so it is selected for the deployment in the data plane of SD-IoT.

Now, all the OpenFlow devices of data plane are deployed with LGBMSF model, so they

are ready to detect the attacks which are coming from the infrastructure layer.

Undoubtedly, there is scope of advancement in this work. Some of the suggested

advancements are; first, a cooperative approach can be adopted for attack detection where

the task of the current work would be to detect the attack in the data plane devices of SD-IoT

and then it could send the signal to the controller from where the final decision would be

taken. This work would secure the core property of SDN, i.e., centralised decision making.
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Second work might be to do the same thing using deep learning approach with an objective

to check the performance of the current work i.e., to check how the response time of the

model is changing with deep learning approach. Third work could be to do the same work

in the multi-controller environment where the auxiliary controller can be assigned the work

of rechecking the attack once an attack signal is sent by the data plane devices using the

current work. This work would maintain the core property of SDN without degrading the

performance. Last enhancement could be to use the machine learning approach in the data

plane devices for attack detection while the deep learning model can be used in the controller

of SDN for final decision. Reason of doing this is that the controller has sufficient amount

of resources to run the deep learning model while the data plane devices have less resources

which can be capable to run machine learning models.
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