
 
International Journal of Intelligent Engineering Informatics
 
ISSN online: 1758-8723 - ISSN print: 1758-8715
https://www.inderscience.com/ijiei

 
Explainable AI and sand cat optimisation algorithm for water
quality classification
 
Gehad Ismail Sayed, Aboul Ella Hassanien
 
DOI: 10.1504/IJIEI.2024.10062813
 
Article History:
Received: 16 September 2023
Last revised: 13 January 2024
Accepted: 13 January 2024
Published online: 02 April 2024

Powered by TCPDF (www.tcpdf.org)

Copyright © 2024 Inderscience Enterprises Ltd.

https://www.inderscience.com/jhome.php?jcode=ijiei
https://dx.doi.org/10.1504/IJIEI.2024.10062813
http://www.tcpdf.org


60        Int. J. Intelligent Engineering Informatics, Vol. 12, No. 1, 2024

Explainable AI and sand cat optimisation
algorithm for water quality classification

Gehad Ismail Sayed*
School of Computer Science,
Canadian International College (CIC),
Cairo, Egypt
Email: gehad sayed@cic-cairo.com
and
Scientific Research School of Egypt (SRSEG), Egypt
*Corresponding author

Aboul Ella Hassanien
College of Business Administration (CBA),
Kuwait University, Kuwait
and
Faculty of Computers and AI,
Cairo University,
Giza, Egypt
and
Scientific Research School of Egypt (SRSEG), Egypt
Email: aboitcairo@gmail.com

Abstract: Assessing river water quality is considered a critical task
in enhancing water resource management plans. Therefore, an accurate
prediction of the quality of the water has become highly needed to control
water pollution. In this paper, a new water quality classification model is
proposed based on explainable artificial intelligence (XAI) and an optimised
artificial neural network (ANN). The sand cat optimisation algorithm (SCOA)
is modified and applied for hyper-parameter optimisation of ANN. The
proposed model is tested on a benchmark dataset of water quality taken from
various places across India. The results are explained and interpreted using
the XAI technique. The experimental results demonstrated that the modified
SCOA can effectively find the optimal values of weights and bias coefficients
for ANN. The proposed model can effectively classify the water quality. It
obtained an overall accuracy of 98%, specificity of 99%, precision of 98%,
sensitivity of 98%, and f-score of 98%.
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1 Introduction

One of the basic needs of people is water. Water makes up 60% of the human
body (Ben-Daoud et al., 2023). It is becoming a more precious resource due to
industrialisation and population growth. On Earth, the surface has a relatively small
water distribution. Management of water resources is therefore necessary. Conserving
water resources, collecting water, planning how to use the net water resources, and
distributing them to customers properly are all part of water management (Krishnan
et al., 2022). To do the duties under a patchwork of controls also entails establishing
policies and procedures. The traditional approaches and procedures were ineffective for
carrying out the activities in an efficient manner. For the long-term sustainability of the
water supply, water management strategies must be fully considered. The proportion of
water – nearly 97% – is salty and unfit for human consumption (Koech and Langat,
2018). Water supplies are also impacted by pollution.

Water pollution is mostly caused by many industries, including intensive agriculture,
wastewater, mining, industrial output, and untreated urban runoff (Berthet et al., 2021).
To enhance water resource management strategies, evaluating the quality of river water
is of utmost importance. To prevent water pollution and ensure sustainable water use,
precise water quality prediction has become essential. Several sustainable development
goals (SDGs) are perfectly aligned with this. First off, by aiming to ensure the
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accessibility and sustainable management of clean water sources for all, it immediately
supports goal 6: clean water and sanitation. Additionally, maintaining river water quality
significantly supports goal 14: life below water since it directly affects marine life
and coastal ecosystems, furthering the larger goal of protecting underwater biodiversity.
Additionally, as robust river ecosystems are essential to terrestrial biodiversity, this
supports goal 15: life on land.

Degradation of the level of water quality can badly affect the supplies of safe
fresh water for irrigation and human consumption, thus affecting aquatic ecosystems.
Oftentimes, developing countries such as India pass through many intervals of the
expansion of the economy. This may result in a negative impact on the environment
(Bui et al., 2020). Additionally, the speedy increase in population and wealth can lead
to growing pressures on the fecundity of soils naturally due to increasing the demand
for food production. Thus it will result in a high need for artificial fertilisers, which
move to rivers and thus to oceans and lakes. This can cause irreparable damage to the
environment and consequently to human health. As water species can permit a certain
limit of pollution exceeding this percentage can threaten the existence of these creatures
(Aldhyani et al., 2020). Due to the less hygienic qualities and lack of public awareness,
the quality of the drinking water is badly affected. According to the report of the United
Nations, every year, almost one and a half million people die as a result of contaminated
water-driven diseases. The deaths resulting from contaminated water are higher than
from terrorist attacks, accidents, and crimes (Pruss-Ustun, 2008).

Traditional water management techniques fall short of the need to efficiently use
water from varied sources. The current water use practices are not very cost-effective
(Zhao et al., 2020), and there is also a reluctance to use the most recent information
and communication technology (Malviya and Jaspal, 2021). Monitoring and predicting
water quality is a critical task to protect the environment, human health, and sustainable
water management (Kamali et al., 2021).

Machine learning algorithms have demonstrated remarkable efficacy across diverse
fields. They have been applied for forecasting strand settlement in brittle sand and
geocell (Jeyanthi et al., 2023), for intrusion detection in mobile ad hoc networks (Singh
and Vigila, 2023), for air quality monitoring and prediction (Priya and Khanaa, 2022),
for detection of coronavirus disease (Bourouis, 2022), and for detecting seizures from
electroencephalography (Patel et al., 2022). Meanwhile, machine learning algorithms
have introduced a great solution for the treatment of wastewater (Gaya et al., 2017).
With a specified objective, these algorithms can exponentially increase the learning
process. Standard techniques would not scale exponentially to cover unidentified
patterns in the new datasets.

Artificial neural networks or shortly artificial neural network (ANN) is one of
the well-known machine learning algorithms. It plays a vital role in prediction and
classification fields. It has been applied to find an optimal solution for many complex
and nonlinear equations (Elshaboury et al., 2021). The general architecture of ANN
consists of the input layer, the hidden layer, and the output layer. Each layer may have a
different number of neurons. Additionally, each one of these neurons is assigned a bias
and weight coefficient. Through the training process of ANN, the values of biasses and
weights are updated several times to get the most accurate result. The backpropagation
learning algorithm with the gradient method is the commonly used method to tune the
weights and the bias coefficients. However, the main problem with this method is that it
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may fail in the local optima. Thus, several studies have used metaheuristic optimisation
algorithms to find the global optima.

Metaheuristic optimisation algorithms have garnered widespread utilisation for
tackling a diverse array of optimisation problems such as for designing harmonic
estimators (Mehta et al., 2022), and finding the optimal placement of wind turbines
in a predefined wind farm (Kumar and Sharma, 2023). Metaheuristic algorithms, such
as genetic algorithms and particle swarm optimisation, provide varied and effective
methods for exploring the huge and frequently complex hyperparameter space. These
algorithms excel in navigating high-dimensional and non-convex search spaces, allowing
for the identification of optimal hyperparameter configurations. Sand cat optimisation
algorithm (SCOA) is one of the metaheuristic algorithms recently proposed in 2023
(Seyyedabbasi and Kiani, 2023). The inspiration for the original SCOA came from
the behaviour of sand cats to survive in nature. The authors of the original SCOA
show the capability of the algorithm to explore the search to find the optimal solution
using a population-based search mechanism. SCOA has demonstrated its effectiveness
in locating the best answers to a variety of optimisation problems. Its advantage has also
been demonstrated through literature comparisons with various metaheuristic algorithms.
Additionally, it has shown its effectiveness in different optimisation problems such as
in finding the optimal solution for the engineering design problem (Wu et al., 2022) and
in evaluating the minimum safety factor of earth slopes under seismic and static loading
circumstances (Iraji et al., 2022).

In this paper, an optimised version of ANNs based on the SCOA is introduced.
SCOA is used as an alternative approach for optimising the biasses and the weight
parameters of ANN. Additionally, explainable artificial intelligence (XAI) is employed
to interpret the proposed water quality classification model results. Overall the proposed
water quality classification model consists of three main phases; the data pre-processing
phase, the optimised ANN based on the SCOA-hyperparameters optimisation algorithm
phase, and the classification and result interpretation phase. The proposed model is
tested on the Indian rivers benchmark dataset. To the best of our knowledge, this is
the first time to develop an optimised version of ANN based on SCOA. This research
aims to introduce a reliable model for precisely categorising water quality. The main
contributions of this paper are summarised as follows:

• a new model for water quality classification is proposed

• a new version of SCOA is proposed to optimise the weights and biasses
parameters of ANN

• SHAP XAI technique is utilised to explain and interpret the results of the
proposed model.

The organisation of the rest of the paper is structured as follows. An overview of
the previous studies is presented in Section 2. A brief description of the basic SCOA
is introduced in Section 3. Section 4 describes the adopted dataset. In Section 5, the
proposed water quality classification model using the ANN and SCOA is described in
detail. Sections 6 and 7 provide the simulation results and discussions, respectively.
Finally, conclusions and future work are proposed in Section 8.
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2 Literature review

A vital challenge for efficient water distribution in smart cities is water quality
measurement (Kaddoura, 2022). One of the most important things to do is find the
impurities in the water supply. Several papers have been proposed to classify the level of
water quality. Following that, an overview of recently proposed models for water quality
classification is investigated. Furthermore, current studies on the use of metaheuristic
algorithms for tackling the hyperparameter optimisation problem are examined.

Aldhyani et al. (2020) used K-nearest neighbour (KNN), support vector machine
(SVM), and naive Bayes to classify the level of water quality. The authors applied their
approach to the Indian water quality dataset. The simulation results showed that SVM
is the best machine-learning algorithm to classify water quality. It obtained an overall
97% classification accuracy. In Muhammad et al. (2015), the authors used five machine
learning algorithms to classify the water quality of the Kinta River, Perak Malaysia. The
simulation results revealed that the k-start algorithm obtained better results than J48,
bagging, conjunctive rule, and naive Bayes. It obtained 86.67% classification accuracy.
Another water quality classification model is proposed in Dilmi and Ladjal (2021). The
authors used recurrent neural networks (RNNs) with Long Short Term Memory (LSTM)
for Real-time water quality monitoring. The experimental results revealed that their
proposed model obtained 99.72% classification accuracy. Sillberg et al. (2021) proposed
another model based on SVM and integrating the attribute-realisation algorithm. They
tested the performance of the model on Chao Phraya River’s water quality dataset.
The simulation results demonstrated that their proposed model is very promising and
classifies the water quality of Chao Phraya River with 95% classification accuracy.

Although machine learning algorithms have shown effectiveness in a variety of
applications, several of these algorithms require hyperparameter tweaking to improve
performance. This is because the optimal tuning for these parameters can have a
substantial impact on their overall performance. Metaheuristic optimisation algorithms
can be employed to efficiently find a solution for the hyperparameter optimisation
problem. Ahmadzadeh et al. (2017) used the particle swarm optimisation (PSO)
algorithm with ANN to optimise the weights and biasses coefficient. The simulation
results revealed that the proposed optimised ANN based on PSO can obtain better
results compared with the traditional ANN and other multilayer regression models. In
Elshaboury et al. (2021), the authors proposed an optimised version of ANN based
on the teaching-learning-based optimisation algorithm (TLBO). They applied their
optimised ANN to simulate the water network pipe condition. The performance of the
TLBO algorithm is compared with PSO, sine cosine algorithm (SCA), and genetic
algorithms (GA). The results showed that the proposed approach can effectively be
used to plan the required maintenance and allocate the available budget for the water
municipality. In Sayed and Hassanein (2023), the authors employed the war strategy
optimisation algorithm to boost the performance of the ANN algorithm. The proposed
optimised ANN is used for the classification of air pollutant species. Vadood et al.
(2011) used the GA to tune the hyperparameters of ANN including the number of
neurons, the number of hidden layers, activation functions, the learning rate, and the
number of maximum fail epochs. The simulation results showed that using GA can
significantly boost the performance of ANN. Another hybrid approach is proposed
in Sayed et al. (2018). In this approach, a modified version of the optimal foraging
algorithm is utilised to find the optimal values for the radial bias kernel function (RBF)
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of the support vector machine. The results showed that the proposed approach can
significantly boost the performance of the support vector machine algorithm.

It should be mentioned that the existing research papers mostly focus on the use of
traditional machine-learning algorithms or deep-learning architectures for water quality
classification, frequently ignoring the critical factor of adjusting their hyperparameter
values. As a result, a significant research gap exists in the development of alternative
approaches to improve water quality classification models. The goal of this paper is to
fill that gap by introducing a hybrid approach based on employing a modified version
of sand cat optimisation and the ANN algorithm. This paper also takes into account the
interpretation of the results. As will be addressed more in the following sections, this
hybrid approach has the potential to significantly increase the accuracy and efficiency
of water quality classification, presenting a promising option for future research in this
field. At the time of writing, there was no such hybridisation, including the use of
XAI-based techniques.

3 Sand cat optimisation algorithm

In this section, the inspiration from the mathematical model of the original SCOA
is presented. The inspiration analysis of SCOA is discussed in Section 3.1 and the
mathematical model in Section 3.2.

3.1 Inspiration analysis

The original SCOA is one of the recent swarm intelligence algorithms proposed in 2023
by Seyyedabbasi and Kiani (2023). The inspiration for the original SCOA came from
the behaviour of sand cats to survive in nature. The sand cat is one of the mammal
families. These kinds of cats have a great ability to dig for prey and can remarkably
recognise low frequencies less than 2 kHz. Foraging the prey and attacking the prey
are the two main actions of sand cats. In the foraging behaviour, there are two stages.
These stages are searching and attacking the prey. Next, the mathematical description
of the original SCOA is presented.

3.2 Mathematical model

In the beginning, the SCOA starts with the random initialisation of sand cats’ positions.
Through searching for the prey (optimisation process), each sand cat optimisation is
evaluated using a fitness function. When the sand cat swarm finds the best location of a
sand cat close to the prey, next, all the sand cats tend to move toward that cat. Finally,
the algorithm terminates and the best position with its corresponding best fitness value
is reported.

Consider each sand cat position denoted as yi at ith iteration. Using the ability
of the sand cat to detect low frequencies noise emission, the sensitivity range Sr is
declared for the whole swarm. The value of Sr linearly decreases from two to zero.
The mathematical definition of Sr is defined in equation (1). The authors of the original
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SCOA defined another sensitivity range parameter R for each cat that will be used in
the updating positions of cats. It is defined in the following equation.

Sr = Sh −
(
2× Sh × i

Maxiter

)
(1)

R = Sr × r (2)

where Sh is a constant parameter setted to 2 and Maxiter is the maximum number of
iterations. To control the balancing between the exploration and exploitation phases, T
is introduced as in equation (3).

T = 2× Sr × r − Sr (3)

where r is a random number generated between zero and one. Each sand cat updates
its position based on the best candidate position Yb. The mathematical equation of the
new sand cat position through searching for the prey phase (exploration) is defined in
equation (4).

Yi+1 = R× (Yb − r × Yi) (4)

The mathematical definition of the updating position of the sand cat in attacking the
prey phase (exploitation) is defined in equation (5).

Yi+1 = Yb −R× r × (Yb − Yi)× cos(Θ) (5)

As the sensitivity range is defined as a circle, Θ is randomly chosen between 0 and 360
to guarantee that sand cats move in all directions in the search space.

Figure 1 Samples of the adopted dataset (see online version for colours)
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4 Dataset description

In this paper, a dataset was collected from predefined historical locations in India. The
Indian government obtained the dataset to assess the quality of the supplied drinking
water during the period from 2005 to 2014 (Anbarivan, 2018). It has seven significant
parameters biological oxygen demand (BOD), faecal coliform, dissolved oxygen (DO),
total coliform (TC), pH Level (a measure of acidity), conductivity, and nitrate. The total
number of records in this dataset is 7,245 records. Figure 1 shows a sample of the used
dataset.

5 The proposed water quality classification model

Overall the proposed water quality classification model consists of three main phases;
the data pre-processing phase, the optimised ANN based on the SCOA-hyperparameters
optimisation algorithm phase, and the classification and result interpretation phase.
Figure 2 shows the architecture of the proposed water quality classification model
with a visual representation of the content per each phase. In this figure, the
visual representations with the layer dimensions of each layer in the proposed ANN
architecture are provided. The structure of the proposed ANN architecture and its
specific configurations can be examined as follows: The proposed ANN architecture
consists of two layers, each with a single input and output. Bias, input, layer, and
output connect vectors delineate the network’s connections. Input delays, layer delays,
and feedback delays are important aspects, with a total of 161 weight factors adding
to the model’s complexity. These factors are tuned using the proposed SCOA-based
hyperparameters optimisation algorithm. The proposed ANN’s performance is evaluated
using the mean squared error function. The Bayesian regularisation algorithm is used in
the training process. The structure of the ANN is encapsulated in its weight and bias
values, with layer weights (LW), input weights (IW), and biasses (b) all contributing
to the overall model configuration. First, the original data is passed through the data
pre-processing phase. In this phase, the water quality index is calculated. Then, based
on the obtained value, the class level is determined as excellent, good, poor, very
poor, and unsuitable for drinking. After that, the original dataset, consisting of a
total of 7,245 samples, is divided into a 70% training set comprising approximately
5,072 samples and a 30% testing set constituting around 2,173 samples. Then, an
oversampling method is applied to the training set by generating artificial samples
for the minority classes. Then, the weights and bias coefficients of ANN are tuned
using the proposed SCOA-based hyperparameters optimisation algorithm. Finally, the
optimised ANN based on the modified version is employed to evaluate the performance
of the overall water quality classification model using the testing set. Next, the detailed
description of each phase is discussed.

5.1 Data pre-processing phase

Data pre-processing is considered a very important task in data analysis. Additionally,
it has a significant impact on the performance of an algorithm. In this phase, the
calculation of the water quality index is presented. Then the classes of WQI values are
determined. Next, an oversampling method is applied.
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Figure 2 The proposed water quality classification model architecture (see online version
for colours)

5.1.1 Water quality index calculation

This paper uses seven parameters of the adopted dataset in the water quality index
(WQI) calculation. Equation (6) defines the WQI formula.

WQI =

∑S
j=1 wj × qj∑S

j=1 wj

(6)

where S is the total number of parameters, which in this paper is 7. wj is the weight
of each parameter. It is mathematically defined in equation (7).

wj =
K

Nj
(7)

where Nj is the desired standard value of each jth parameter. It is determined 8.5 for pH,
10 mg/l for dissolved oxygen, 45 mg/l for nitrate, 1,000 µS/cm for conductivity, 5 mg/l
for biological oxygen demand, 100 cfu/100 ml for faecal coliform, and 1,000 cfu/100 ml
for total coliform. K is a constant variable calculated using the following equation.

K =
1∑S

j=1 Nj

(8)

qj = 100×
(
Vj − VIdeal

Nj − VIdeal

)
(9)

where Vj is the measured value of the jth parameter, VIdeal is the optimal value of the
jth parameter in pure water. It equals 0 for all the parameters in the dataset except pH
equals 7.0 and DO equals 14.6 mg/l.
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In this paper, the water quality index has been classified into five types. Table 1
shows the assigned class for each range of the water quality index value. As can
be observed the paper considers five different classes of water quality index, namely
excellent, good, poor, very poor, and unsuitable for drinking. Additionally, this table
shows the classes’ annotations that will be used later in the paper.

Table 1 Classification of water quality index

WQI range Class name Class abbreviation

[0, 25] Excellent Class 1
[26, 50] Good Class 2
[51, 75] Poor Class 3
[76, 100] Very poor Class 4
>100 Unsuitable for drinking Class 5

5.1.2 Data oversampling

The dataset is the most significant component affecting the performance of a machine
learning algorithm. Thus, the imbalanced dataset can cause a major problem in the
training process. An imbalanced dataset means that a class or more classes have fewer
samples (minority class) compared with the samples in the other classes (majority class).
The variation of the class distribution can make a classifier skewed to the majority
classes in the learning phase and ignore partially fully minority classes (Sayed et al.,
2021). Data sampling methods are the most commonly used methods to address the
data imbalance problem by adjusting the amount of samples in each class. According
to which class to modify, they can be classified into oversampling and under-sampling
methods. In this paper, the self-adaptive synthetic over-sampling method (Gu et al.,
2020) is utilised to generate synthetic samples of the minority class for the training
set. The SASYNO algorithm follows three phases; Identifying pairwise neighbouring
samples, Creating explorations by Gaussian disturbance, and Creating interpolations for
synthetic data generation.

The class distribution percentage of the training set for the first class is 1.31%, for
the second class is 33.6%, for the third class 31.49%, for the fourth class is 9.34%,
and for the fifth class is 24.26%. Figure 3 shows a comparison between before and
after applying the self-adaptive synthetic over-sampling method in the proposed model
in terms of the class distribution. As can be observed, the distribution percentage for the
first class and the fourth class is very low compared with the percentage of the other
classes. Additionally, it can be observed that after applying the self-adaptive synthetic
over-sampling method, the distribution percentage of each class became equal.

5.2 Optimised ANN based on SCOA-hyperparameters optimisation algorithm phase

ANN is one of the machine learning algorithms that simulates the anatomy of the human
brain. The feed-forward neural network is one of the ANN architectures. The input data
is used to feed the network, which is received by the input layer and processed by the
hidden layers. The output layer is used to predict the outcome. However, the traditional
ANN proves its efficiency in many applications; it needs to be trained well with different
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control parameters to obtain the desired accuracy. Moreover, the initial values of the
weights and biasses have a significant effect on the overall performance of ANN.

Figure 3 The classes distribution (a) before applying the oversampling method and (b) after
applying the oversampling method (see online version for colours)

(a)

(b)

In this paper, a modified version of the SCOA is proposed to find the optimal values of
weights and bias parameters for each hidden neuron. Each sand cat position is a column
vector that represents all network neurons’ biasses and weights. The size of each sand
cat position is calculated using the following formula:
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dim = Is × n+ n+ n+ 1 (10)

where Is is the input data size after the pre-processing phase and n is the number of
hidden layers. The first part in equation (10) represents the number of input weights, the
second part represents the number of input biasses, the third part represents the number
of output weights, and the fourth part represents the number of output biasses. The rest
of the parameter settings for this algorithm are listed in Table 2.

Table 2 Parameters setting of the modified SCOA

Parameter Value

The maximum sensitivity range 2
Population size 30
Maximum number of iterations 20
Searching boundary [–10, 10]

Through the optimisation process, the fitness value for each sand cat position is
calculated. In this paper, mean square error (MSE) is used to evaluate how good the
sand cat position is. It is mathematically defined as follows:

MSE(y, x) =

∑
j(yj − xj)

2

N
(11)

where yj refers to the actual value and xj refers to the predicted value. N is the total
number of observations.

The sand cat position with the minimum fitness value is known as Yb which has the
optimal values of weights and biasses. With every iteration, the position of sand cats
is updated using equations (4) and (5). The optimisation process is repeated over and
over until a termination criterion is met. In this paper, the algorithm terminates when
the maximum number of iterations is satisfied.

5.3 Classification and result interpretation phase

In this section, the proposed SCOA-hyperparameters optimisation algorithm is used to
tune ANN. First, the dataset is divided into training and testing sets. Around 30%
and 70% of the data are used for testing and training, respectively. The training
set is used in the previous phase. The output from the previous phase is the best
values of weights and bias parameters for each hidden neuron in ANN. The rest of
the parameters setting of the proposed optimised version of ANN based on SCOA
is shown in Table 3. The testing set is used to evaluate the overall proposed water
quality classification model. Several metrics are used for the evaluation. These metrics
are accuracy, sensitivity, specificity, f-score, convergence curve, and receiver operating
characteristic curve. Figure 4 shows the overall architecture of the proposed optimised
ANN based on the SCOA-hyperparameters optimisation algorithm.
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Table 3 Parameters setting of the optimised ANN algorithm

Parameter Value

No. of hidden units 10
Network training function Bayesian regularisation
Neural transfer function Hyperbolic tangent sigmoid transfer function
Performance function Mean squared error function
No. of iterations 1,000
Neural network type Feedforward network (pattern recognition network)

Figure 4 The proposed optimised ANN based on SCOA-based hyperparameters optimisation
algorithm (see online version for colours)

Initialize randomly sand cat positions, set the 
population size, size of dimension using Equ. 

(10), the search space boundary, and the 
maximum number of iterations.

Order the fitness values from best 
to worse and set the initial best 
position ࢈ࢅ with its fitness ࢈ࡲ

Evaluate each sand cat position 
using Equ. (11)

|T|≤1
No

Update the sand cat position using 
Equ. (5)

Yes

Update the sand cat position using 
Equ. (4)

Bring the positions back to the 
search space

Yes

Sand cat 
positions out of 

search 
boundary?

Iteration reach 
max? Produce ࢈ࢅ and ࢈ࡲ

Terminate

Yes

No

No

Set the initial parameter of the ANN

Set the initial values of weights and 
biases

Simulate the ANN with optimized 
weights and biases

Evaluate the results using MSE, 
recall, sensitivity, …

Terminate

Finally, the result interpretation is done using explainable AI (XAI). XAI has
been recognised as a crucial component in the domains of model evolution and
interpretation. Models of artificial intelligence (AI) have proved challenging to
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comprehend, particularly those with high degrees of complexity like deep neural
networks. In this situation, XAI serves as a lighthouse, cracking through the mystery
and exposing model behaviour. By producing explanations for model predictions, XAI
approaches are used to better comprehend the thinking underlying AI decisions. Through
visuals, feature importance attribution, and interactive interfaces, XAI offers a thorough
knowledge of how input data is turned into output predictions (Letzgus et al., 2022).
In this paper, the proposed water quality classification model is explained by using
Shapley additive explanations (SHAP), one of the XAI techniques. By quantifying the
importance of each feature in the prediction process, SHAP values offer a precise and
clear knowledge of how input features impact model results.

6 Simulation results

In this section, the conducted results from the proposed water quality classification
model are reported and analysed. The experiments in this section are divided into three
main experiments. The main objective of the first experiment is to evaluate the proposed
model’s performance before and after applying oversampling methods. Additionally,
it aims to compare different oversampling methods on a real dataset. The objective
of the second experiment is to evaluate the efficiency of the proposed SCOA-based
hyperparameter optimisation algorithm. Finally, the last experiment aims to evaluate
the overall proposed water quality classification model. Also, it aims to compare the
performance of the proposed model with other proposed models in the literature. In all
the experiments, the significance and the reasoning behind why these algorithms are
adopted in the proposed model are presented and discussed. The best-obtained results
are highlighted in bold format. All the conducted experiments are implemented on
MATLAB 2020 with Core i7 and 16 GB RAM.

6.1 Data pre-processing results

In this section, the conducted experiment aims to highlight the importance of tackling
the imbalanced data problem using oversampling methods. Moreover, the performance
of the proposed water quality classification model is evaluated by applying an
oversampling method in the data pre-processing phase and without using it. It should
be noted that in this experiment, the rest of the phases including SCOA hyperparameter
optimisation and classification phases are considered. Table 4 compares the performance
of the proposed water quality classification model before and after applying the
SASYNO oversampling method in terms of sensitivity, accuracy, specificity, f-score,
and precision. This table shows how employing oversampling techniques such as
SASYNO can considerably decrease the problem of class imbalance within a dataset.
Machine learning models tend to be biased toward the majority class in cases where one
class considerably outnumbers the others, resulting in inferior performance for minority
classes. Oversampling is the practice of generating artificial samples of a minority class.
During model training, this augmentation ensures a more equal representation of classes,
preventing the algorithm from favoring the majority class. As can be seen from Table 4,
after applying oversampling, the model’s ability to learn from minority class patterns
is improved by providing it with a more equitable distribution of instances, resulting
in enhanced overall performance and increased accuracy across all classes. As can be
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observed, the difference between before using SASYNO and after using it is almost
10%. This is due to the imbalance in the class distribution, where the first class and the
fourth class are the minority classes, despite the rest of the classes.

Table 4 Comparison of the performance of the proposed water quality classification model
before and after applying SASYNO

Before After

Precision (%) 86.63 95.85
Sensitivity (%) 86.41 100
Specificity (%) 96.61 98.71
Accuracy (%) 86.43 94.89
F-score (%) 86.43 97.85

Table 5 compares the results of two different oversampling methods namely SASYNO
and synthetic minority oversampling technique (SMOTE) (Barua et al., 2011). SMOTE
uses a k-nearest neighbour algorithm to search for the neighbours in the minority class.
Then, it synthesises the selected sample and its neighbours to generate new samples. As
can be observed, the employed SASYNO oversampling method is more suitable to the
characteristics of the adopted dataset. Thus, it significantly reflected the classification
performance. As can be seen, the employed SASYNO oversampling method obtained
better results than using SMOTE in terms of precision, sensitivity, specificity, f-score,
and accuracy.

Table 5 The proposed water quality classification model using SASYNO vs. using SMOTE

SMOTE SASYNO

Precision (%) 91.44 95.85
Sensitivity (%) 87.24 100
Specificity (%) 98.02 98.71
Accuracy (%) 91.23 94.89
F-score (%) 89.29 97.85

6.2 Optimised ANN based on SCOA-hyperparameters optimisation algorithm results

In this experiment, the performance of the proposed SCOA-based hyperparameter
optimisation is tested. Several metrics are used for evaluation purposes. These metrics
are precision, sensitivity, specificity, accuracy, f-score, elapsed time, and convergence
curve. Table 6 compares the performance of the overall proposed water quality
classification model before using the modified version of SCOA and after using it.
As can be seen, tuning the weights and bias parameters of the traditional ANN can
significantly boost its performance and the overall performance of the water quality
classification model. This is due to, the inappropriate setting of the initial values of
biasses and weight coefficients can make the CPU take a long time through the learning
process. This can lead to the backpropagation getting stuck and producing incorrect
results.
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Table 6 The performance of the proposed water quality classification model before and after
employing the optimised ANN based on the SCOA algorithm

Before After

Precision (%) 95.96 98.11
Sensitivity (%) 95.96 98.11
Specificity (%) 99.00 99.53
Accuracy (%) 95.99 98.11
F-score (%) 95.95 98.11

Figure 5 The elapsed time in seconds before and after employing the optimised ANN based
on the SCOA algorithm (see online version for colours)

Elapsed Time

Before After
0

100

200

300

400

Figure 6 Conversion curve of the proposed SCOA-based hyperparameters optimisation
algorithm (see online version for colours)

To comprehensively assess the performance of the proposed water quality classification
model, comparisons can be done before and after employing the optimised ANN based
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on the SCOA-based hyperparameters optimisation algorithm, taking into account elapsed
time. It is demonstrated from Figure 5 that applying the SCOA-based hyperparameter
optimisation algorithm increases the elapsed time. However, when evaluating the
accuracy, precision, specificity, sensitivity, and f-score, the SCOA-based hyperparameter
optimisation algorithm is preferred, especially in water quality classification applications
where accuracy metrics are more important than elapsed time considerations.

Figure 6 shows the convergence curve of the modified sand cat optimisation
algorithm. The convergence curve is one well-known metric used to evaluate the
stability of an algorithm. It shows the optimal score obtained throughout the optimisation
process. As can be observed from this figure, the proposed SCOA-based hyperparameter
optimisation algorithm converges at almost the 7th iteration. Additionally, it can be
observed from the result that the modified version of SCOA can find the approximate
or optimal solution in a reasonable time.

6.3 Classification and result interpretation results

This experiment aims to evaluate the efficiency and reliability of the overall proposed
model. Additionally, it aims to compare the obtained results of the proposed model with
other state-of-the-art models previously proposed in the literature. Figure 7 shows the
confusion matrix of the proposed water quality classification model based on optimised
ANN using the modified version of the sand cat optimisation algorithm, where the
number of true negatives, true positives, false negatives, and false positives are reported.
The y-axis values represent the output class from the proposed model, and the x-values
represent the target class. Additionally, annotation 1 is used to denote the excellent
class, 2 denotes the good class, 3 denotes the poor class, 4 denotes the very poor class,
and finally, 5 denotes the unsuitable drinking class. As can be observed, only a few
samples are misclassified. Furthermore, the proposed water quality classification model
identified a total of 12 incorrectly classified samples out of 406 samples. The model
incorrectly classified several samples as class 2, when they should have been class 1.
Another noteworthy observation is that the proposed model excels at identifying class
5. This means that it can efficiently identify the samples that are unsuitable for drinking
based on the reported value of biological oxygen demand, faecal coliform, dissolved
oxygen, total coliform, pH level, conductivity, and nitrate.

To further evaluate the performance of the proposed water quality classification
model, receiver operating characteristic shortly ROC is used. ROC is one of the
commonly used methods to evaluate the performance of a binary classifier. It is used to
visualise the confusion metric properties, such as false-positive true positives. Moreover,
it is used to calculate the area under the curve value, which is used for summarising
the performance of an algorithm with a single value. Figure 8 displays the ROC
curve of the proposed model using a real dataset, where x-axis values denote the false
positive rate and y-axis values denote the true positive rate. As it can be observed,
the misclassification rate is very low and the detection rate is very high. Furthermore,
the overall area under the curve (AUC) produced by the proposed water quality
classification model is practically perfect, approaching one. This indicates the model’s
ability to differentiate between different classes is remarkable, with few misclassification
instances.
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Figure 7 Confusion matrix of the proposed water quality classification model
(see online version for colours)

To further interpretation of the proposed water quality classification model, SHAP
analysis is utilised. The influence of each feature on the overall performance of the
model is ordered for the SHAP plot, with the feature with the greatest impact shown
first. The test sample is indicated by the coloured plotted point in the SHAP plot. The
real value of the test sample data is shown by the coloured point, which ranges from
blue (low values) to red (high values). Figure 9 shows the SHAP summary plot for
the fifth class (unsuitable for drinking). As can be observed, the pH level is the most
important parameter that affects detecting whether the water is suitable or unsuitable
for drinking. This parameter indicates the acidity of the water. Additionally, it can be
observed that biological oxygen demand, nitrate, and faecal coliform count, shown as
red dots, move toward positive SHAP values, but the pH level, shown as red dots, moves
toward negative SHAP values. These apparent patterns demonstrate the significance of
the pH level, biological oxygen demand, nitrate, and faecal coliform count features in
influencing the water quality.

The ability to apply SHAP analysis to individual test instances is another benefit
when utilising it for the model’s interpretation. This allows for the observation of the
features that have a significant impact on the performance of the proposed model in
a single test case. Figure 10 shows the SHAP force plot for a single test instance per
class. As can be observed, pH level has the highest impact on the prediction of water
quality level. The biological oxygen demand is in second place. The acidity of the
water (pH) feature, biological oxygen demand, and nitrate are essential for thoroughly
comprehending and assessing water quality since they provide in-depth information
on the composition of chemicals and physical characteristics of the water. They are
a component of a larger framework that takes into account several factors to offer a
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comprehensive evaluation of water quality. This obtained result is consistent with the
obtained result in Figure 9.

Figure 8 ROC curve for the proposed water quality classification model (see online version
for colours)

Figure 9 SHAP summary plot (see online version for colours)
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Figure 10 SHAP force plot for a single test instance for each class in the adopted dataset
(see online version for colours)

Table 7 Comparison of the obtained results of the proposed water quality classification model
based on optimised ANN with other state-of-the-art models

#classes Acc. (%) Spec. (%) Sens. (%) FSc. (%) Year

Aldhyani et al. (2020) 5 97 97 99 98 2020
Radhakrishnan and Pillai (2020) 5 98 – – – 2020
Hassan et al. (2021) 3 99 – – – 2021
Al-Adhaileh and Alsaade (2021) 4 100 99 99 100 2021
Al-Adhaileh and Alsaade (2021) 4 100 99 99 – 2021
Nasir et al. (2022) 4 94 – 94 94 2022
Relangi et al. (2023) 4 99 99 99 – 2023
Shams et al. (2023) 3 99 – 99 99 2023
Proposed model 5 98 99 98 98 2024

Table 7 compares the obtained results of the proposed water quality classification model
with other proposed models in the literature in terms of accuracy (Acc.), specificity
(Spec.), sensitivity (Sens.), and f-score (FSc.). It should be mentioned that to make a fair
comparison with all competitive models, all of these models employed the same dataset.
As can be observed, the proposed model obtained very competitive results. Another
finding, however, the model in Al-Adhaileh and Alsaade (2021) obtained the highest
accuracy, but the authors categorised the value of the water quality index into four
classes, not five classes as in this paper. These classes are excellent, good, poor, and
very poor. The same finding is for Al-Adhaileh and Alsaade (2021) and Nasir et al.
(2022), where only four classes are considered. Additionally, for the proposed model
in Hassan et al. (2021) and Shams et al. (2023), only three classes are considered.
These classes are good, poor, and unsuitable for drinking. Thus the performance of these
models can not be guaranteed for handling five classes. Therefore, the reported accuracy
results from those models can be decreased. Another finding, although the model in
Radhakrishnan and Pillai (2020) achieved identical accuracy findings, it is important to
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highlight that reporting only accuracy might be misleading, especially when dealing with
imbalanced datasets, as in the adopted dataset. In such cases, where there is a severe
class imbalance, additional measures such as f-score must be considered to provide a
more comprehensive evaluation of the model’s performance.

7 Discussion

From the obtained results in Table 6 and Figures 5 and 6, it can be revealed the
ability of the proposed SCOA-based hyperparameters optimisation algorithm to boost
the classification performance of the whole model. Additionally, it can be observed that
the proposed SCOA-based hyperparameters optimisation algorithm can remarkably find
the optimal weights and bias coefficients of the ANN architecture in a reasonable time.
Moreover, it can be observed from the conducted experiment in Table 6 that employing
the optimised ANN using the modified version of the SCOA can significantly boost the
performance of the traditional ANN. However, it should be mentioned that employing
swarm optimisation such as SCOA to tune the hyperparameters of ANN introduces
challenges inherent in their nature which are mainly based on stochastic behaviour.
Because swarm optimisation techniques are inherently stochastic, their parameters
contain randomness and lack deterministic guarantees. As a result, the behaviour of these
algorithms cannot be predicted exactly. The hyperparameter optimisation procedure in
this paper is based on the trial-and-error methodology. Because swarm algorithms are
stochastic, numerous runs may be required to thoroughly explore the hyperparameter
space. In each run, the initial population is randomly generated. The ideal values for
ANN parameters are identified iteratively, with each iteration being a probabilistic
attempt to identify configurations that improve the model’s performance on the given
data.

Another challenge is that employing swarm intelligence algorithms can introduce
a potential challenge in terms of computational complexity as shown in Figure 5. In
particular, the goal of this paper is to find the best weight and bias values for the ANN
with ten hidden layers. However, it is critical to acknowledge that as the number of
hidden layers increases, so will the computational time. Furthermore, when dealing with
larger datasets, the complexity can be increased as well. The complex ANN architecture
and large dataset can significantly affect the convergence curve as well. In this paper,
the proposed SCOA-based hyperparameters optimisation only takes seven iterations to
reach the optimal solution as in Figure 6. However, this behaviour can’t be guaranteed
with either complex ANN architecture or a large dataset, as it may take more iterations
greater than seven to reach the optimal solution.

Several critical indicators, namely pH level, biological oxygen demand (BOD),
nitrate concentration, and faecal coliform count have a significant impact on water
quality classification, especially pH level as can be observed from Figure 10. The
pH level is one of these characteristics that serves as an indicator of acidity or
alkalinity, providing important information about the chemical balance. The amount
of dissolved oxygen required by microorganisms to break down organic materials in
water is represented by biological oxygen demand. Nitrate concentrations are a good
indicator of nutrient levels, and they are frequently related to agricultural runoff and
possible contamination. The faecal coliform count indicates microbial contamination and
can provide insight into potential health issues. The importance of these measures in
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assessing the environmental health and potential pollutants in aquatic environments is
highlighted by their major impact on water quality classification. The interaction of
pH, BOD, faecal coliform count, and nitrate, provides a more nuanced understanding
of water quality, assisting in better monitoring, analysis, and management methods for
long-term water resource use.

Moreover, it can be revealed from the conducted experiments that the proposed water
quality classification model can be further used to monitor the level and quality of
drinking water with a high detection rate. The reliability and robustness of the proposed
model can be used by authorised governments to find a suitable strategy that serves the
demands of the community. Thus, the proposed model can be further used to the serve
Sustainable Development Goal that aims to guarantee access to clean water for all.

8 Conclusions and future work

A vital concern for health is clean water. This is due to that they lower negative health
consequences and medical expenses more than they cost to execute, investments in
water supply and sanitation have been demonstrated to generate a net economic gain
in some locations. However several contaminants are ruining the purity of drinking
water. Additionally, detecting the level and quality of drinking water is considered
a very important task for the environment’s protection. This paper introduces a new
model for classifying the quality level of drinking water from different locations in
Indian states. Additionally, a modified version of SCOA is applied to ANN to find the
optimal values of weights and bias parameters. Moreover, the obtained results of the
proposed model are explained and interpreted using one of the XAI techniques, namely
SHAP. Employing SHAP can remarkably measure how each feature can impact the final
decision. The experimental results revealed that the proposed model is promising and
can effectively be further used as a smart water quality monitoring system. Additionally,
the results demonstrated that the pH level feature has the highest impact on the
prediction of water quality. Further studies will be done to apply the proposed model
to more complex and real-life datasets. Additionally, the proposed modified version of
SCOA can be further applied for hyper-parameter optimisation of other deep-learning
architectures.

Compliance with ethical standards

Data availability

The dataset used during the current paper are obtained by the Indian Government and
available in the Kaggle repository, https://www.kaggle.com/datasets/anbarivan/indian-
water-quality-data.
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