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Abstract: In the past decade, video summarisation has emerged as one of the 
most challenging research fields in video understanding. Video summarisation 
is abstracting an original video by extracting the most informative parts or key 
events. In particular, generic video summarisation is challenging as the key 
events do not contain specific activities. In such circumstances, extensive 
spatial features are needed to identify video events. Thus, a stacked 
encoder-decoder architecture with a residual learning network (SERNet) model 
is proposed for generating dynamic summaries of generic videos. GoogleNet 
characteristics are extracted for each frame in the proposed model. After the 
bi-directional gated recurrent unit encodes video features, the gated recurrent 
unit decodes them. Both the encoder and decoder architectures leverage 
residual learning to extract hierarchical dense spatial features to increase video 
summarisation F-scores. SumMe and TVSum are used for experiments. 
Experimental results demonstrate that the suggested SERNet model has an 
F-score of 55.6 and 64.23 for SumMe and TVSum. Comparing the proposed
SERNet model against state-of-the-art approaches indicates its robustness.

Keywords: video abstraction; dynamic video summarisation; deep learning; 
residual learning; skip connections; GoogleNet; long-term memory; gated 
recurrent unit; stacked encoder; key shot selection; kernel temporal 
segmentation. 
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1 Introduction 

In the ever-growing digital age world, multimedia content is increasing exponentially. 
Ever since the arrival of the internet, the world has shrunk in communication. While the 
internet reduces the communication gap worldwide, social media platforms allow the 
comfortable sharing of multimedia content such as images, videos, audio, text files, etc. 
Video capture and consumption have increased due to numerous devices, including 
smartphones, smart watches, portable cameras, and other wearable devices (Anand et al., 
2023). YouTube, one of the most popular social media platforms, is witnessing more than 
500 hours of video uploads every minute. Similarly, other social media platforms like 
Instagram and Facebook generate over a billion views on videos per day (Angeline et al., 
2023). From the authenticated data, it is noticeable that people tend to upload and watch 
videos quite often. The exponential growth of video data increased the need for video 
summarisation, which helps in easy browsing, viewing, and storing. Video summarisation 
helps generate a shortened version of the original video without compromising its essence 
(Bose et al., 2023). It is also defined as generating a condensed version of the original 
video without compromising the underlying context for which the video is generated. 
Based on the output generated, video summarisation is classified into two types: static 
video summarisation (also called storyboard) and dynamic video summarisation. 
Storyboarding corresponds to the technique of finding keyframes, while dynamic video 
summarisation produces the key shots of the original video (Cirillo et al., 2023). A shot is 
a semantically similar sequence of frames. As with any other video analysis task, this also 
requires labelling to employ the full potential of deep architectures (Devi and 
Rajasekaran, 2023). The annotation for video summarisation is the importance score the 
annotators or humans give for a particular video. These importance scores may be for 
each frame in a video or for a particular segment (Gaayathri et al., 2023). Binary 
annotations are also used, wherein one keyframe or segment is labelled as one and the 
other as 0. 



   

 

   

   
 

   

   

 

   

    Dynamic video summarisation using stacked encoder-decoder architecture 29    
 

 

    
 
 

   

   
 

   

   

 

   

       
 

1.1 Types of videos 

A video may be structured or unstructured based on the arrangement of frames. 
Structured videos contain a sequence of shots where each shot has a group of 
semantically meaningful frames. A pictorial representation of structured video is shown 
in Figure 1, in which a single video has three shots, each with a different colour, 
indicating semantically different shots (Joshi et al., 2023). Each shot contains a series of 
similar frames indicating a particular event (Kanyimama, 2023). Moreover, there are 
transition frames between the shots (Jeba et al., 2023). Using those transition frames, 
different shots are detected. Such videos include edited news, movies, interviews, and 
documentaries. Unstructured videos are those with no proper structure (Regin et al., 
2023). These are unedited user-generated videos that are mostly blurry and shaky (Lodha 
et al., 2023). They do not have any transition between the shots and are continuous. 
Examples include those videos captured by people using digital cameras, smartphones, 
and egocentric videos. 

Figure 1 Pictorial representation of a structured video (see online version for colours) 

 

1.2 Motivation 

Video summarisation aims to find shots worth watching or containing desired events, like 
sports, interviews, etc. Internet users find it difficult to watch a long video and prefer to 
be short. With the advent of short videos like reels and YouTube shots, it is evident that 
people do not want to spend too much time knowing the entire video content. A video is 
likelier to be enjoyable and watchable if it contains all the necessary context within a 
specified period, generally within two minutes. These paved the way for a new video 
analytics field called video summarisation. 

1.3 Different techniques of video summarisation 

Over the past two decades, video summarisation has emerged as a powerful and 
challenging field in video processing. Initial works of video summarisation include shot 
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boundary detection as a first step. Such works aim to find the transitions or cuts between 
the shots (Medentzidou and Kotropoulos, 2015). Handcrafted features such as motion, 
image entropy, and image differences are used to find the transition between the shots. 
Once the shots are segmented, desired frames or sequences are selected as keyframes or 
events. Then, dictionary learning-based approaches are used widely (Sivapriya et al., 
2023). This method codes the features as dictionary codes, using which the summary is 
generated (Mademlis et al., 2018). Mathematical models like graphs and trees are other 
important approaches that proceed by converting a video into graphs. Different types of 
summaries are produced using the mathematical properties of graphs (Dos Santos Belo  
et al., 2016). Like other image and video processing tasks, video summarisation 
researchers also use its benefits as machine learning blooms. One such common 
technique is the use of clustering. After extracting the desired features, the clustering 
technique is used to aggregate those features. Each cluster represents a semantically 
similar frame, approximately representing a shot of the input video. Then, one frame 
from each cluster is chosen as the keyframe (Dhanushree et al., 2023). Supervised 
techniques are also used for video summarisation, in which a classifier is used to classify 
each frame as important (Rochan et al., 2018). 

The advent of deep learning has positively impacted the efficiency of the video 
summarisation task. The major success of the deep learning technique is due to the 
learning ability of the deep models to learn and approximate any type of nonlinear 
function in the feature space. Some examples where deep learning is applied are medical 
image processing (Manju et al., 2022), video understanding, satellite image processing, 
cyber security (Arivukarasi et al., 2023; Mahasree et al., 2022), etc. Medical image 
processing includes the detection of breast cancer (Reshan et al., 2023), haematological 
disorders (Alshahrani et al., 2023), colon cancer (Azar et al., 2023c), diagnosis of  
gastro-intestinal diseases (Fati et al., 2022), parasite egg detection (Ray et al., 2021), 
paraquat-poisoned patient detection (Zhao et al., 2021), and corona disease detection 
(Waleed et al., 2022). 

All these and many more diseases detection and classification are possible because of 
the deep learning models. Deep models also have applications in intelligent video 
processing, like intrusion detection systems (Azar et al., 2023b), robot navigation (Azar 
et al., 2023a), recommendation systems (Dudekula et al., 2023), and helping visually 
impaired persons (Ganesan et al., 2022). Agricultural applications such as apple disease 
detection (Sulaiman et al., 2023), leaf disease detection, etc., also exploit the deep 
architectures. Not only image and video processing, but deep learning also performs well 
in another modality called audio and signal processing, such as bird sound classification 
(Boulmaiz et al., 2022), animal sound detection, and financial time series prediction 
(Nayak, 2021). Other applications in the field of automation and control include 
harvesting solar energy (Bhat, 2021), data-driven learning control (Dai et al., 2021), 
tracking the angular velocity of motors (Govindharaj and Mariappan, 2020), and 
trajectory tracking in an autonomous quadrotor helicopter system (Bellahcene et al., 
2021). Owing to the vast problem-solving capability of deep architecture, this research 
work uses deep learning techniques to solve the problem of video summarisation. 

1.4 Recent advancements in video summarisation 

One of the recent advancements in video summarisation is multi-view video 
summarisation. For security purposes, sometimes more than one camera is installed in the 
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workplace, educational institutions, etc. Summarising such videos with multiple views is 
called multi-view video summarisation (Hussain et al., 2021). Various events are 
extracted from different views, and the correlation between the events of different views 
is identified and arranged temporally to generate a combined video summary (Singh  
et al., 2023). Other advancement is the summarisation of multi-stream videos, i.e., videos 
from different moving cameras that share their views occasionally (Elfeki et al., 2022). It 
differs from multi-view video summarisation in that the former videos are surveillance 
videos with a static background, while the latter have a moving background (Nagaraj and 
Subhashni, 2023). The summarisation of traffic surveillance videos is one of the vital 
real-time applications. By summarising the traffic videos, video segments containing the 
accident events or traffic rule violators are obtained, which helps in an intelligent traffic 
management system. Music video summarisation aims to summarise the musical videos, 
which predominantly use audio information for producing the summary. Besides audio 
and video features, textual features such as captions, video descriptions, and other 
metadata are utilised for video summarisation (Padmanabhan et al., 2023). Query-focused 
or user-desired personalised video summary generation is the current research topic. 
Summarising the videos requires understanding and retrieving the content, which 
ultimately contributes to video understanding. Semantic video understanding is the basis 
for futuristic technologies such as robot navigation and control. Visual video question 
answering is another emerging field similar to query-focused video summarisation. 
Whatever the emerging field of video processing is, video summarisation plays a vital 
role as a basic task. 

1.5 Applications of video summarisation 

The applications of dynamic video summarisation depend on the type of video that is 
being summarised. In the case of surveillance videos, long hours of video are summarised 
into desired events such as abnormal events (Kalaivani and Roomi, 2017; Mayya and 
Nayak, 2019; Tahir et al., 2023), people detection (Lai et al., 2016), etc. In the case of 
news videos, the primary task is to extract the highlights or headlines of a particular event 
from the video (Liang et al., 2021). For sports videos such as cricket, football, and tennis 
match videos, video summarisation aims to find the highlights by recognising the 
players’ activities and/or detecting the object of interest (Rafiq et al., 2020). This greatly 
helps to reduce the manpower and time required for sports highlight generation. Others, 
such as the dynamic summary of medical videos, help medical students and professionals 
view shorter versions of the demo videos (Liu et al., 2020a). The summarisation of 
egocentric videos is of great help to people suffering from a medical condition called 
dementia (Ghozali et al., 2023). By summarising the 24-hour personal video, they are 
aware of their daily activities, thus helping them to be independent and lead their lives 
peacefully (Ghafoor et al., 2018; Sreeja and Kovoor, 2021). 

Nowadays, online education platforms have grown enormously, and more lecture 
videos are available online to benefit students who wish to learn remotely. Even online 
degree programmes, which contain several hours of lecture videos, are available now. 
Summarising these lecture videos (Kota et al., 2021) eliminates the need to watch the 
complete video during revision (Obaid et al., 2023). Some people wish to learn only a 
particular topic from an hour-long lecture. In such cases, lecture video summarisation is a 
boon (Rajest et al., 2023). Video summarisation is not just limited to the mentioned 
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applications; it currently extends its branch to multi-modal video summarisation, which 
incorporates audio features, visual features, and video descriptions (Wei et al., 2018) for 
summary generation. Yet another example of multi-modal video summarisation is  
query-focused video summarisation (Xiao et al., 2020), which generates the output based 
on the user’s natural language query (Sirajudheen et al., 2023). This query-based video 
summarisation helps generate personalised output according to the user’s needs. It also 
has a real-time application for summarising the live streaming video, known as online 
video summarisation (Lal et al., 2019). 

1.6 Problem statement 

Video Summarisation is the process of finding events that are considered to be important 
from a lengthy video. Temporal dependencies of events in a video are important while 
finding those key events. Those temporal dependencies are handled using recurrent 
neural networks in the existing literature. Every activity and scenery is highlighted for a 
generic video summarisation (Ghozali et al., 2022). In such cases, spatial features are 
vital in identifying general events and activities. However, the literature does not properly 
handle the extraction of dense spatial features. Thus, in the proposed SERNet model, skip 
connections are used to extract hierarchical and dense spatial features both in the encoder 
and decoder to improve the efficiency of generic video summarisation. 

The key objectives of this research work are: 

• To develop a deep learning model for dynamic video summarisation of generic 
videos. The datasets for the experiment are taken in such a way that they contain 
different categories of videos, not just limiting them to a particular domain. Thus, we 
aim to provide a generic framework that works better for any type of video. 

• Skip connections across the layers of bi-directional GRU to extract dense and 
hierarchical spatial features. Thus, spatio-temporal features are used to summarise 
the videos containing different categories. 

2 Literature survey 

Dynamic video summarisation is viewed as a sequence-to-sequence problem and is 
solved using a recurrent neural network. The input is a series of frames, and the output is 
a series of probability scores for each frame, showing the likelihood that it will be 
regarded as a keyframe. This section discusses the various literature that use recurrent 
neural networks for solving sequential problems, as follows: 

Ji et al. (2019) proposed a summarisation model in which the bidirectional long  
short-term memory (LSTM) is used as an encoder while the decoder is LSTM with an 
attention mechanism. They proposed two types of attention mechanisms for computing 
attention scores based on addition and multiplication. They also demonstrated various 
comparative analyses, like results with and without attention and results with shallow and 
deep features. In the work proposed by Fajtl et al. (2019), a self-attention-based network 
is proposed that, during training, completes the whole sequence-to-sequence 
transformation at stretch. They used a regression network to find the importance score for 
each frame. This eliminates the need for computations in both directions, and they also 
claim that their proposed architecture does not suffer from any long-sequence 
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information loss. The authors exploit videos’ hierarchical nature (Zhao et al., 2017), 
where two layers of LSTM are used, with the first being unidirectional and the second 
being bidirectional, producing a frame-level importance score. Previous works used 
LSTM, which lacks efficient summarisation of lengthy videos. Thus, they have utilised 
the hierarchical RNN for long-range video summarisation. 

In the work proposed by Liu et al. (2020b), a new method for summarising videos 
uses several concepts and various contexts over temporal and spatial directions. They 
constructed a model that can learn from data with and without labels. This particularly 
makes it suitable for large-scale, unlabeled datasets. In a video, the architecture identifies 
concepts such as humans, vehicles, and food across temporal directions. These concepts 
are then used to summarise the video automatically. 

The work proposed by Ghauri et al. (2021) is based on a multiple-feature set with 
parallel attention. Three types of features, namely image features, RGB motion features, 
and motion flow features, are extracted. These features are processed parallelly with the 
attention mechanism, concatenated at the end. They also presented a new evaluation 
metric for video summarisation. Feng et al. (2020) proposed a self-attention-based 
encoder-decoder architecture in which bi-directional GRU is used as an encoder, and 
GRU is used as a decoder and a regression network. A comparative analysis report was 
also discussed by comparing the LSTM and GRU for the encoder and the decoder. Zhang 
et al. (2018) proposed a retrospective encoder for video summarisation. Initially, 
hierarchical encoders extract frame- and shot-level features separately. These encoded 
features are then decoded using a decoder, whose output is given as input to the 
retrospective encoder. The predicted summary is embedded by the retrospective encoder 
into an abstract semantic space, and the embeddings of the actual video are compared. 

Ji et al. (2020) proposed a deep learning model that primarily focuses on reducing the 
semantic gap between the original and shortened video. They used a semantic preserving 
loss in the deep seq2seq network. The major focus of this work is to reduce the semantic 
information loss between the original video and its corresponding summary. They 
introduced the use of Huber loss to effectively decrease the effect of outliers. Han et al. 
(2017) summarised unstructured videos. The input video is divided into equal-sized 
segments and summarised. Then, they reconstructed the video to compute the 
reconstruction error for predicting the interestingness factor and representativeness factor 
of each video segment in a video. Yuan et al. (2017) proposed a semantic embedding 
deep learning model that uses side information such as titles, comments, queries, 
descriptions, and visual features. Using the encoders, they measure the semantic 
relevance between the video and the side information. They used two types of losses for 
computing the relevance of semantic information; one is a feature reconstruction loss. 

The visual and textual features are combined, and their correlation is learned during 
latent subspace learning. This is a new attempt by the authors, as it involves processing 
multiple modalities of data from multiple sources. The research work proposed by Yuan 
et al. (2019) uses a three-dimensional convolutional neural network to jointly obtain the 
spatio-toral features. These features are fused and given as input to a recurrent neural 
network for encoding spatial and temporal features. Finally, a multi-layer perceptron 
finds each frame’s importance score. They defined a new loss function called Sobolev 
loss, a combination of the l2 norm and its derivatives, for their architecture to produce a 
dynamic video summary. Chen et al. (2022) proposed a transformer-based video 
summariser consisting of three components. The first is the embedding component, the 
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transformer component, and finally, the prediction block. In the transformer block, 
several layers of transformers are stacked to produce a U-shaped transformer to combine 
hierarchical video representations. In the work proposed by Nair and Mohan (2022), a  
multi-CNN model is used to split the input videos into meaningful shots. From these 
shots, features using several pre-trained models are obtained. 

Ultimately, these features are concatenated, and the combined features undergo 
dimensionality reduction to ease the computational complexity. A score is computed for 
each shot using the Chebyshev distance measure, wherein similar shots have a shorter 
distance and different shots have a longer distance. One shot is selected among the most 
similar shots to generate the dynamic video summary (Teng et al., 2022). A new model 
that combines spatio-temporal feature extraction and a cross-attention scheme was 
proposed using comparative learning. Four types of features, namely depth, breadth, 
local, and global, are extracted using deep architectures. These features are combined and 
undergo cross-attention to produce the desired summary. 

Terbouche et al. (2023) proposed a method that uses multiple annotations for each 
video to train an attention-based recurrent neural network. Frame features are extracted 
using vision transformers. They utilised an expectation-maximisation algorithm for 
optimising the proposed attention-based model. Zhang et al. (2023a) introduced an 
integrated network combining the convolutional long- and short-term memory network 
and multi-scale transformer model. They employed contrastive learning in the  
spatio-temporal attention models for better representation of videos. The video under 
study is X-ray coronary angiography, which is useful in studying the diagnosis and 
treatment of cardiovascular diseases. In the work proposed by Psallidas and Spyrou 
(2023), the authors used a fusion of audio and video data to generate a meaningful video 
summary. Apart from benchmark datasets, they used their custom user-generated datasets 
to validate their proposed model. The segment-level feature fusion technique is employed 
in this work. 

A multi-modal approach to video summarisation is used by Huang et al. (2023), 
where non-visual features such as interestingness and storyline consistency are utilised. A 
conditional attention module is used, which helps find the video’s key components. Hsu 
et al. (2023) proposed a novel spatiotemporal vision transformer that helps obtain  
inter-frame and intra-frame attention. Both spatial and temporal attention heads are used 
for a better video summary during encoding and decoding. In this work (Khan et al., 
2024), the authors introduced the transformer-based deep pyramidal refinement network 
that extracts multi-scale deep features and predicts an importance score for each frame. A 
progressive feature fusion technique is used for predicting the keyframes. Next, a  
self-supervised adversarial video summariser is used by Xu et al. (2023) for producing 
semantically meaningful video summaries. The authors proposed two new modules, 
namely clip consistency representation and hybrid feature refinement, to ensure the video 
clips are continuous and visually appealing. 

In Su et al. (2023), a novel recurrent unit augmented memory network is proposed for 
generating a summary of long videos. This end-to-end memory network comprises an 
input module, a local and global sampling module, a memory module, and an output 
module. The memory module helps get the long-term memory information, which helps 
in efficient dynamic video summarisation. The work by Sreeja and Kovoor (2023) uses a 
generative adversarial network for modelling the video summarisation problem.  
The adversarial learning extracts diverse and good features from the video. The 
generator-discriminator model then utilises these to produce the summary of the video 
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(Suman et al., 2023). A convolutional recurrent auto-encoder is used as a generator with 
reconstruction loss. A discriminator tries to differentiate between the original video and 
the reconstructed video, thereby creating an appropriate condensed version of the original 
video. The key segments are selected using the knowledge distillation technique. In 
Zhang et al. (2023b), the researchers proposed a motion-assisted reconstruction network 
that extracts spatial and motion information to summarise video unsupervised. Their 
motion-assisted network includes a bidirectional modality encoder and a video context 
navigator, which ensures semantic consistency among the multi-modal features. A 
consistency loss term is used to remove the noise impact of the motion features. 

The major challenge of existing literature is that it does not pay much attention to the 
spatial features. Since the recurrent neural networks handle the temporal features, the 
spatial features remain unattended. Dense spatial features are vital in identifying key 
events in a video. This work considers spatial and temporal features for a better generic 
video summarisation model. Thus, a deep encoder-decoder-based architecture with 
residual learning is proposed to improve the task of generic video summarisation. 

This research uses skip connections in the encoder-decoder architecture for extracting 
dense spatiotemporal features, which helps identify the key events in a video. The 
encoder-decoder architecture is the backbone of the proposed SERNet model due to its 
capability of handling variable length input and output. 

3 Proposed methodology 

Figure 2 shows the block diagram of dynamic video summarisation using the proposed 
SERNet model. The input video is converted into a short, condensed version of the 
original video without compromising the important content. As the first step in the 
proposed work, the input video is converted into frames by a uniform sampling method, 
where every sixth frame is taken for further processing. Then, the visual features are 
extracted from the pre-trained GoogLeNet architecture. These visual features are passed 
through the encoder, which encodes the spatial and temporal features of the input frames. 
The encoded features thus obtained are sent to a decoder, which decodes the encoded 
features to produce an importance score for each frame. The key shots are selected from 
the frame level importance scores to generate a dynamic video summary. 

3.1 Feature extraction 

GoogLeNet features are the most commonly used feature extractor for the video 
summarisation task. Pre-trained weights on the ImageNet dataset are used, and the last 
two layers are truncated to extract a feature vector of size 1 × 1,024 from the average 
pooling layer. Since the GoogLeNet takes an input image of size 224 × 224, the input 
frames are resized to 224 × 224, which goes through a series of modules containing a 
convolutional layer, pooling layer and the inception layer to produce the final feature 
vector. Thus, a feature vector of size 1 × 1,024 is extracted from each sampled frame. 
These feature vectors are extracted for each frame as FV = {fv1, fv2, …, fvm}. 
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Figure 2 Block diagram of the proposed SERNet model (see online version for colours) 

 

3.2 Stacked encoder architecture with residual learning 

This paper modifies the video summarisation task as a sequence-to-sequence problem in 
which input and output are sequential data of variable length. Here, the input video and 
the output summary are sequential data consisting of a series of frames in temporal order. 
Consider an input video frame F = {f1, f2, …, fn}, where n is the length of the original 
video, which is converted into key shots K = {ks1, ks2, …, ksm} where m is the number of 
key shots generated and ksm = {f1, f2, …, fk} where k is the total number of frames in shot 
ksm. A video is a sequence of shots where a shot represents a sequence of frames 
representing a particular object or event in the video. Thus, encoder-decoder architecture 
is employed to find the dynamic video summary due to its efficiency in solving various 
sequence-to-sequence problems. The bidirectional gated recurrent unit (BiGRU) is an 
encoder to encode the video frames’ semantic information from past and future frames. 
By this, the relation between frames in the temporal direction is well exploited. The 
objective of BiGRU is to extend the GRU cells in two directions. One is in a forward 
direction utilising the past information (forward encoded states), and the other is in a 
backward direction utilising the future information (backwards encoded states). The 
structure of a single GRU cell is shown in Figure 3. 
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Figure 3 Structure of GRU cell (see online version for colours) 

 
There are two gates, namely update gate G1 and reset gate G2. The update gate takes 
input. xt and previous hidden state ht–1 which are multiplied by their corresponding 
weights and added together, followed by a sigmoid operation to produce an output. The 
update gate determines how much past information should be considered for further 
processing. 

( )( ) ( )
11 u u

t t tG σ W x U h −= +  (1) 

Next comes the reset gate, which determines what information needs to be removed from 
memory for an efficient computation. 

( )( ) ( )
12 r r

t t tG σ W x U h −= +  (2) 

( )( ) ( )
1tanh 2r r

t t t th W x G U h −′ = +   (3) 

where W and U are the weights of input and the previous hidden state. 
The final hidden state is calculated using the following equation: 

( )11 1 1t t t t th G h G h− ′= + −   (4) 

The architecture of BiGRU is shown in Figure 4. From the input sequence, the forward 
states calculate the forward hidden states 1 2, , ,( )nh h h

  
  by reading the input in the 

forward direction, i.e., from x1 to xn. Similarly, the backward states calculate the 
backward hidden states 1 2( , , , )nh h h

  
  by reading the input in the reverse direction, i.e., 

from xn to x1. The output vector is called the context vector (v1, v2, …, vn) where each 
value vt. It consists of information from both the past frames and the future frames. It is 
formed by the concatenation of both forward and backwards hidden states. 
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Figure 4 Architecture of BiGRU (see online version for colours) 

 

Previous research work (Bengio, 2009) shows that a deep hierarchical model performs 
efficiently over shallow models. This motivated me to develop an efficient stacked 
BiGRU network for encoding the visual features of the frame. The stacked BiGRU in this 
proposed work consists of four layers where the output from the lower layers is fed as 
input to the higher layers. Each layer of BiGRU contains 128 unit cells. The working of 
the encoder is given as a series of equations as follows: 

1 1( )h encoder FV=  (5) 

( )2 2 1h encoder h=  (6) 

( )3 3 2h encoder h=  (7) 

( )4 3V encoder h=  (8) 

where FV is the input feature vector, the encoder(x) represents the BiGRU, and the 
numbering from 1 to 4 indicates the layer, V is the context vector, hn is the hidden state of 
the layer n where n = 1 to 3. 

The input to the first layer of encoder i.e., BiGRU, which is denoted by encoder1() is 
the GoogLeNet features (FV) for each size 1 × 1,024 frame. The output of the first layer 
is h1 which is obtained using equations (1) to (4). Here h1 is the concatenation of both 
forward and backwards hidden states. Similarly, encoder2()and encoder3() are the second 
and third layers of BiGRU, whose outputs or hidden states are h2 and h3, respectively. h1 
is the input for the second layer, while h2 is the input for the third layer, as depicted in 
Figure 4. The final layer of the encoder is the encoder4() whose input is h3 and output is 
the final encoded feature vector V. 

From equations (5) to (8), it is evident that the hidden state of the final encoder is the 
context vector of the proposed encoder architecture. In addition to stacking the layers, the 
architecture introduces a skip connection, significantly preserving spatial information 
across layers. Residual learning is the term used when skip connections are utilised. As 
the name suggests, some connections across different layers are skipped to extract rich 
and dense features. The skip connections help combine the context vectors at different 
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levels to enrich the feature vectors. They also tend to reduce the problem of vanishing 
and exploding gradient problems of stacked networks. Skipping the connections across 
layers helps create additional paths for the gradients to flow. Here, the skipped 
connections are combined using an addition operation. The architecture of the proposed 
encoder is shown in Figure 5. 

Figure 5 The architecture of the proposed encoder (see online version for colours) 

 

3.3 Stacked decoder architecture with residual learning 

The decoder uses the encoded context vector and generates a sequential output  
Y = {y1, y2, …, yn} containing importance score for each frame. Hence, unidirectional 
GRU is used as a decoder. Like the encoder architecture, the decoder is also stacked as 
four layers, followed by the dense layer with a sigma activation function to generate the 
frame level importance score. Each layer contains 256 GRU cells. The decoder decodes 
the context vector obtained from the encoder. The input to the decoder is the output of the 
encoder (v1, v2, …, vn) and the last hidden state of the encoder. Since this research aims to 
automatically summarise a video, the output should be in probability, indicating the 
importance score for each frame. Thus, a dense layer is included as an ultimate layer of 
the decoder with a sigmoid activation function to output the importance or relevance 
score for each input frame. The working of the decoder is given as a series of equations 
as follows. 

1 1( )h decoder FV′ =  (9) 

( )2 2 1h decoder h′ ′=  (10) 
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( )3 3 2h decoder h′ ′=  (11) 

( )( )4 3Y σ decoder h′=  (11) 

where nh′  is the hidden state of the decoder layer n, and n ranges from 1 to 3; Y is the 
output of the decoder architecture, which is the importance score for each frame in the 
original video. 

The skip connections are introduced in decoder architecture, reducing the gradient 
problem for the proposed deep architecture. The skip connections across the layers for 
each time step help encode and decode only necessary spatial features. This helps 
generate an improved frame-level score for the dynamic video summarisation. The 
architecture of the proposed decoder is shown in Figure 6. 

Figure 6 The architecture of the proposed decoder (see online version for colours) 

 

3.4 Keyshot selection 

The final step in generating the dynamic video summary is to select the key shots from 
the obtained importance score. For key shot selection, the kernel temporal segmentation 
(KTS) proposed by Potapov et al. (2014) is used. KTS is used to convert the original 
video frames into semantically meaningful shots. Then, a shot level relevance score is 
calculated by taking the mean value of the frame level importance score for each shot. 
Keyshots are identified by optimising the following equation: 
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1 1
max , s.t. 1, 0, 1

n n
i i i i ii i

m s m k m
= =

≤ ∈   (13) 

where 

1

1 ik
i iii

s y
k =

=   (14) 

where m is the cardinality denoting the actual number of shots, yi is the frame level 
importance score, mi is the relevance score of ith shot and ki is the length of the ith shot. As 
it resembles the 0/1 knapsack problem, it is solved using dynamic programming. The 
final video summary is created by combining those shots. mi ≠ 0 in temporal order. 

The algorithm of the proposed SERNet model is given as follows: 

Algorithm 1 Proposed SERNet model 
Input: Video 
Output: Dynamic summary 
Begin 
Convert the input video I into frames F = {f1, f2, …, fm} 
// Pre-processing and feature extraction 
For each frame fk 

Resize the frame fk to 224 × 224 
FV = Googlenet(fk) 

End for 
//encoding 
h1 = encoder1(FV) 
h2 = encoder2(h1) 
h3 = encoder3(h2) 
V = encoder4(h3) 
//decoding 

1 1( )h decoder V′ =  

2 2 1( )h decoder h′ ′=  

3 3 2( )h decoder h′ ′=  

4 4 3( )h decoder h′ ′=  

4( )Y sigmoid h′=  

//keyshot selection 
video_segments[]=KTS(I) 
For each video_segments vs 

score = 0 
For each frame Fvs 

score = score + Y[Fvs] 
end for 
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s_score = avg(score) 
end for 
shots = argmax(s_score, J) 
end 

In the algorithm, I denote the input video, frames are denoted as F = {f1, f2, …, fm}, and m 
is the number of frames in the input video. Googlenet() function denotes the GoogLeNet 
pre-trained network used for feature extraction. Encoder() and decoder() functions denote 
the proposed encoder and decoder, respectively. Y is the frame level importance score for 
the input video. KTS()is the kernel temporal segmentation function that segments the 
input video I into small segments denoted by video_segments array. Score is the 
temporary variable to store the frame level importance score F[Fvs]. Here Fvs is the 
frame of the video_segment vs. s_score denotes the segment level score, the average 
frame level score in a particular segment. Finally, argmax(s_score, J) is the optimisation 
function which optimises the parameter or slack variable J such that the overall key shots 
denote the final dynamic video summary. Finally, the segments in the variable shots are 
concatenated to produce the final dynamic summary of the input video. 

4 Experimental results 

4.1 Dataset description 

The proposed SERNet model is tested on two benchmark datasets: SumMe (Gygli et al., 
2014) and TVSum (Song et al., 2015). The SumMe dataset consists of 25 videos from 
various events, such as holidays and sports. These videos contain 30 frames per second, 
and the average duration of each video is about 2–7 minutes. TVSum dataset consists of 
50 videos under ten categories, including third-person and ego-centric videos. They 
contain an average of 30 frames per second, and the average duration of each video is 
about 2–10 minutes. Figure 7 shows the sample thumbnail images from SumMe and 
TVSum datasets. Both the datasets have the frame level importance score given to  
15–20 people as ground truth annotation. During evaluation, the automated summary is 
compared against these ground truth annotations for each video, and the average 
performance measure is taken for result analysis. 

Figure 7 Sample dataset, (a) SumMe dataset (b) TVSum dataset (see online version for colours) 

 
(a) 

 
(b) 
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4.2 Evaluation metrics 

Precision, recall and F-score are the measures for evaluating the dynamic video 
summarisation. Let A be the automated summary created, and G be the ground truth 
summary. The precision P, recall R and F-score F are calculated using the following 
equations: 

overlapped duration of A and GP
duration of A

=  (15) 

overlapped duration of A and GR
duration of G

=  (16) 

2 100
( )

P RF
P R
× ×= ×

+
 (17) 

4.3 Experimental settings 

The input videos are down-sampled into two frames per second to reduce the need for 
high-end computing devices. For a fair comparison, the output of the pool of five layers 
of GoogLeNet is used as a feature for the down-sampled frames. 80% of videos are taken 
for training, while the remaining 20% are taken for testing. The proposed SERNet model 
uses the gradient descent method for training with a learning rate 0.10. The training is 
stopped after five successive epochs with a decreasing F-score. The patience value for the 
SERNet model is set as 15, i.e., the training stops once there is no change in the F-score 
for about 15 epochs. The proposed SERNet model is run ten times, and the average 
performance is taken for fair result comparison. 

The major assumptions considered in this study are that each video is independent 
and does not contain any correlation between them. Another important assumption is that 
the final summary represents the condensed version of the original video with full 
coverage of the context of the video. The final summary is not just any particular activity 
or event but all the events that humans would otherwise consider important. Finally, 
video summarisation is very subjective and varies according to every individual’s point 
of view. This research work attempts to closely match the video summary with those 
generated by some selected human annotators. 

4.4 Result analysis 

Table 1 shows the precision, recall and F-score performance measures for the samples 
from SumMe and TVSum datasets. 

Table 1 shows the sample output for the two datasets under study. Five sample videos 
are taken for each dataset, and the results of precision, recall and F-score are shown in  
Table 1. 
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Table 1 Performance measures of the proposed SERNet model 

Dataset Video name Precision Recall F-score 
SumMe Air_Force_one 62.03 64.10 63.04 

Base jumping 60.58 62.80 61.67 
Bearpark_climbing 58.31 59.48 58.88 

Bike Polo 61.45 63.24 62.33 
Bus_in_Rock _tunnel 54.20 55.32 54.75 

TVSum VT1 65.42 68.42 66.88 
VT2 66.21 68.00 67.09 
VT3 64.96 66.87 65.90 
VT4 59.45 60.28 59.86 
VT5 65.50 65.00 65.24 

4.5 Result analysis on different categories of videos 

Both SumMe and TVSum datasets contain different categories of videos. As the 
proposed SERNet model is for generic video summarisation, it is important to show the 
results for various categories. For the SumMe dataset, 25 videos are divided based on 
how they are captured, such as selfish, moving, and static. Egocentric videos are the ones 
that are taken by the first person in the video, while moving videos are captured by some 
portable capturing devices like smartphones and digital cameras by home users. Moving 
videos tend to be shaky and are difficult to summarise, which is a major challenge. Static 
videos are the ones in which the camera is not moving and is kept in a single point of 
view. Out of 25 videos, four are egocentric, 17 are moving, and the remaining four are 
static. 

Figure 8 Category-wise performance analysis for the SumMe dataset (see online version  
for colours) 
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The TVSum dataset contains various videos such as documentaries, vlogs, how-tos, 
news, cooking, user-generated, and egocentric videos. The 50 videos are distributed as 
follows according to the category. It contains 12 documentary videos, seven vlogs,  
13 how-to videos, five news videos, four cooking videos, eight user-generated videos and 
one egocentric video. 

Figure 8 shows that the proposed SERNet model performs comparatively well for 
static videos with an F-score of 61.23, which can be explained. For the moving videos, 
the F-score value is 54.16, while for egocentric videos, the F-score is the lowest value, 
51.28. The results show that the proposed SERNet model performs less for moving and 
egocentric videos because they have too many blurred and shaky frames. Thus, this 
creates a need for further improvement in the robustness of the proposed model. 

Figure 9 Category-wise performance analysis for the TVSum dataset (see online version  
for colours) 

 

Figure 9 shows that the proposed SERNet model produces a robust performance against 
the different categories of videos, with the highest F-score of 69.6 for news videos. This 
is because the news videos have a particular structure with a considerable difference 
between the shots, which makes them favourable for finding the key events. The model 
produces an F-score of at least 59.48 for the user-generated videos. The comparatively 
poor performance of the proposed model is explained by the fact that the user-generated 
videos do not have any particular video structure. The videos are shaky, with minimum to 
no transition gaps between the scenes. Thus, there needs to be an improvement in the 
proposed SERNet model, particularly for user-generated videos with no transition gaps 
between frames. Overall, the proposed SERNet model effectively uses the  
encoder-decoder architecture and the spatio-temporal features to robustly predict the 
important events in a video. 

4.6 Comparative analysis with state-of-the-art methods 

The proposed SERNet model is compared against state-of-the-art methods and shown in 
Table 2. 
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Table 2 Comparison with state-of-the-art methods 

Dataset Methodology F-score 
SumMe M-AVS (Ji et al., 2019) 44.40 

VASNet (Fajtl et al., 2019) 49.71 
MC-VSA (Liu et al., 2020a) 51.60 
AEDNet (Feng et al., 2020) 52.60 

Proposed SERNet 55.60 
TVSum M-AVS (Ji et al., 2019) 61.00 

VASNet (Fajtl et al., 2019) 61.42 
MC-VSA (Liu et al., 2020b) 63.70 
AEDNet (Feng et al., 2020) 62.70 

Proposed SERNet 64.23 

Table 2 shows that the proposed SERNet produces an average F-score of 55.6 for the 
SumMe dataset and 64.23 for the TVSum dataset. Out of the research works taken for 
comparison, AEDNet has the highest F-score, 52 for the SumMe dataset and 62.7 for the 
TVSum dataset, which is the work done by Feng et al. (2020). The proposed SERNet 
model shows an increment of 3.8% and 2.4% for the SumMe and TVSum datasets, 
respectively, compared to AEDNet. This is justified by using a stacked encoder and 
residual learning, which learns better feature encoding along the spatial and temporal 
directions. Deeper stacked layers provide better feature representations and skip 
connections give a well-defined hierarchical spatial feature. Thus, better hierarchical 
features contribute to the model’s efficiency in predicting a frame’s importance score. 
This concludes that the proposed SERNet model outstands the other state-of-the-art 
methods. 

4.7 Comparison based on different dataset settings 

This work uses the supervised learning method, which utilises the annotations of each 
video in the dataset. Any deep learning model with a supervised learning strategy 
requires a large amount of data along with labels for learning. The task of summarising 
generic videos especially demands enormous data with labels. Labelling the dataset for 
video summarisation is a human resource-intensive task. The two datasets used in this 
work, namely SumMe and TVSum, contain only a few videos that are insufficient for 
training the complicated deep learning model. Hence, these datasets are augmented with 
two other datasets: YouTube and Open Video Project (OVP) (De Avila et al., 2011). 

OVP contains 50 videos, which are mostly documentaries. The YouTube dataset 
contains 50 videos, such as news and sports, downloaded from the YouTube platform. 
These two datasets contain keyframes as ground truth annotations. For a fair comparison, 
the keyframes are converted into frame-level importance scores using the method 
described in Zhang et al. (2016). Three types of dataset settings, canonical, augmented 
and transfer, are utilised for experimentation. The canonical setting is the traditional way 
of splitting the dataset into training (80%) and testing (20%). In the case of the 
augmented dataset setting, 80 % of the original dataset is combined with the OVP and 
YouTube dataset, while the remaining 20% is used for testing. Two different datasets are 
used for training and testing in the transfer setting. Unlike the usual setting, this transfer 
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set does not split a single dataset into training and testing but uses different datasets 
separately for training and testing. Using this augmentation technique, the domain 
transferable ability of the proposed SERNet model is tested. Thus, OVP and YouTube 
datasets are used for training, while the original dataset is used for testing. The different 
dataset settings and the number of videos utilised for training the proposed model are 
shown in Table 3. 
Table 3 Different dataset settings 

Dataset  
Number of videos used for training 

Transfer settings  Augmented settings 
OVP YouTube SumMe TVSum  OVP YouTube SumMe TVSum 

SumMe 50 50 - 50  50 50 20 50 
TVSum 50 50 25 -  50 50 25 40 

Thus, in transfer settings for the SumMe dataset, 150 videos are used for training and  
25 videos for testing. For the TVSum dataset, 125 videos are utilised for training and  
50 videos for testing. In augmented settings, 170 and 165 videos are taken for training 
SumMe and TVSum datasets, respectively, while the remaining five videos and 20 videos 
are used for testing. The average F-score for both SumMe and TVSum datasets with 
different dataset settings are shown in Table 4. 
Table 4 Result comparison for different dataset settings 

Dataset Methodology Canonical Transfer Augmented 
SumMe VASNet (Fajtl et al., 2019) 49.71 - 51.09 

MC-VSA (Liu et al., 2020a) 51.60 48.10 53.00 
M-AVS (Ji et al., 2019) 44.40 - 46.10 

DR-DSN (Zhou et al., 2018) 42.10 42.60 43.90 
DPP-LSTM (Zhang et al., 2016) 38.60 41.80 42.90 

Proposed SERNet 55.60 51.50 56.22 
TVSum VASNet (Fajtl et al., 2019) 61.42 - 62.37 

MC-VSA (Liu et al., 2020b) 63.70 59.50 64.00 
M-AVS (Ji et al., 2019) 61.00 - 61.80 

DR-DSN (Zhou et al., 2018) 58.10 58.90 59.80 
DPP-LSTM (Zhang et al., 2016) 54.70 59.60 58.70 

Proposed SERNet 64.23 63.20 65.00 

From Table 4, it is inferred that the augmented dataset increased the performance of 
video summarisation considerably. For the SumMe dataset, the performance is increased 
by 1.16 % with an average F-score of 56.22. In the TVSum dataset, the performance is 
increased by 1.18% with an average F-score of 65.00. This indicates the power of dataset 
augmentation, which helps improve the model’s efficiency. It can also be seen that the 
performance measure of the transfer setting is slightly lesser when compared to the 
canonical setting. For the transfer setting, the F-score is 51.50 for the SumMe dataset and 
63.20 for the TVSum dataset. The F-score decreases because the datasets used for 
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training and testing are completely different. This creates a need to improve the model, 
which is considered future work. 

4.8 Evaluation of skip connections 

For verification of the effectiveness of the skip connections, a baseline model without the 
skip connection, namely GRUvs, is created and compared with the proposed SERNet 
model. The results are shown in Figure 10. 

Figure 10 Comparison of the proposed models with and without skip connections 

 

Figure 7 infers that the proposed model with a skip connection performs better than the 
model without a skip connection by an improvement of around 10.3% for the SumMe 
dataset and 10.7% for the TVSum dataset. This shows the significance of the skip 
connections. Skipping the layers creates an alternate path for the features to flow through 
the network. Thus, hierarchical features are extracted, contributing to the effectiveness of 
dynamic generic video summarisation. 

4.9 Comparison with LSTM-based encoder-decoder architecture 

The proposed SERNet model uses GRU as an encoder and decoder. It is compared 
against another recurrent neural network (RNN) called long short-term memory (LSTM), 
a popular network for modelling sequence-to-sequence problems. LSTM is also an RNN 
which uses gate functions. It has three types of gates: input gate, forget gate and output 
gate. The input gate is used to retain the information for the long term. The forget gate 
decides whether the information stored by the input gate is worth storing. If it seems to be 
unworthy, the forget gate discards the information. The output gate provides a short-term 
memory to be saved based on the newly updated long-term information and previous 
output. GRU has fewer gates and thud fewer parameters when compared to LSTM. The 
bi-directional LSTM is used as an encoder, and the unidirectional LSTM is used as a 
decoder for comparison. The results are shown in Table 5. 

From Table 5, it is observed that for the SumMe dataset, the average F-score is 53.20 
and 55.6 for Bi-LSTM and Bi-GRU architecture and the TVSum dataset, the average  
F-score is 62.91 and 64.23 for Bi-LSTM and Bi-GRU architecture. The proposed 
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SERNet model shows an increment of 4.5% and 2.1% for the SumMe and TVSum 
datasets, respectively. Thus, the GRU outperforms the LSTM as encoder-decoder 
architecture for video summarisation. 
Table 5 Result comparison between the RNNs 

Dataset Bi-LSTM Bi-GRU 
SumMe 53.20 55.60 
TVSum 62.91 64.23 

4.10 Qualitative analysis 

Qualitative analysis focuses on analysing the visual quality of the summary of a video. 
Visually appealing and continuous shots are necessary for a good video summarisation. 
As each video has ground truth, i.e., importance score for each frame, they are compared 
against the summary generated by the proposed SERNet model with visual 
representation. Figures 11 to13 show the qualitative analysis for the SumMe dataset 
under each category: static, moving and egocentric. 

Figure 11 Sample qualitative analysis for the Static category from the SumMe dataset  
(see online version for colours) 

 

The blue line in the graph indicates the ground truth for that particular video. The graph 
represents the importance score for each frame, with the x-axis denoting the number of 
frames while the y-axis denotes the importance score of each frame from  
0 to 1. 
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Figure 12 Sample qualitative analysis for the moving category from the SumMe dataset  
(see online version for colours) 

 

Figures 14 and 15 are sample qualitative analyses from two categories: cooking and news 
from the TVSum dataset. The above figures show that the proposed SERNet model 
captures most of the peaks shown in the graph, where the peaks indicate key events. The 
effective performance of the proposed SERNet model is due to the use of dense 
spatiotemporal features, which makes the model robust against various categories of 
videos. For representation purposes, the videos are chosen with only five shots, while in 
general, the model does not necessarily choose only five key shots. 

An exclusive experimental analysis is made with different dataset settings and  
encoder-decoder architectures. Comparative analysis is given in which the proposed 
SERNet model is compared against the existing state-of-the-art methods. The analysis 
proves the efficiency of the proposed model quantitatively. Qualitative analysis is also 
made, which shows the visual quality of the automated video summary. By utilising the 
residual learning for dense feature extraction and modelling the video summarisation task 
as a sequence-to-sequence problem, this research contributes an efficient and robust deep 
learning model for generic video summarisation. Since this research focuses on 
producing automated generic video summarisation, it helps summarise major video 
categories like news and surveillance videos that are part of daily lives. In video storage 
and management, this study greatly helps store abstract forms of video for easy and quick 
access to videos in case of browsing and retrieval. 
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Figure 13 Sample qualitative analysis for the moving category from the SumMe dataset  
(see online version for colours) 

 

Figure 14 Sample qualitative analysis for the cooking category from the TVSum dataset  
(see online version for colours) 
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Figure 15 Sample qualitative analysis for the news category from the TVSum dataset  
(see online version for colours) 

 

4.11 Outcomes of the proposed SERNet model 

The outcomes of this research include 

• effective modelling of video summarisation as a sequence-to-sequence conversion 
problem through deep stacked encoder-decoder architecture 

• the summaries produced by the proposed SERNet model cover most of the important 
events of the video 

• it helps manage a large video repository by storing the summaries of original-length 
videos as a preview for quick access and retrieval 

• this generic video summarisation framework is robust and helps summarise various 
categories of videos efficiently. 

5 Conclusions and future work 

Dynamic video summarisation is a challenging field of video processing that generates a 
sparse representation of the original long video. The sparsity is maintained so that the 
overall meaning of the video content remains unchanged. It has various applications, 
depending on the type of video that is summarised. Some applications include news and 
sports video highlights, movie highlights, key events in a lecture video, and an abnormal 
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activity summary in a surveillance video. This work proposes an efficient SERNet model 
for summarising generic videos. The experiments are conducted in different settings, 
such as by varying the encoder-decoder architectures, with and without skip connections, 
and by varying the dataset’s diversity. Finally, the obtained results are tabulated. The 
experimental analysis shows that the proposed SERNet model achieves a better F-score 
of 55.6 for the SumMe dataset and 64.23 for the TVSum dataset compared to other 
existing works. Improvements are still required, even if the proposed SERNet model 
performs effectively. Future work aims to increase the performance of the video 
summarisation task in the transfer settings so that video summarisation can be achieved 
for large datasets without being annotated explicitly. 
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