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Abstract: Text mining is the process of getting meaningful information from 
unstructured data. In this paper, a precise writing overview was directed to 
research text mining via online media information. Thus, a comprehensive 
deliberate writing audit (SLR) was completed to explore online media as a 
hotspot for the perception of text mining. For this reason, 40 articles were 
chosen from different notable sources after a concentrated SLR cycle of 
looking, sifting, and implementing the incorporation and avoidance models. As 
a result, the text mining strategies via web-based media information were 
featured regarding online media as a wellspring of data. A detail SLR which 
features the need of message mining methods on most recent online media 
information, cover more kinds of web-based media which were not shrouded in 
past work and furthermore present qualities and shortcomings of text mining 
strategies utilised in web-based media. 
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1 Introduction 

Text mining is a cycle to extract information in view of text. The wellspring of text 
mining should be coming from online media clients’ exercises; e.g., posting, fans page, 
bunch, hashtag, tweet, and so on as crude information and data, the text mining sources 
can be gold data to be worked for scholarly dissecting purposes (Kaburuan et al., 2014). 
Text mining has been an extraordinary methodology in the writing for archive 
arrangement. It depends on recognisable proof and investigation of many texts for 
removing helpful data from unstructured information. Thusly, by applying text mining to 
a corpus of texts, we can separate valuable data and secret examples in text content as 
well as uncovering information. To this end, in this paper we concentrate on the use of 
text mining to a bunch of genuine occasions on Twitter to consequently recognise their 
validity (Hassan, 2018). With the quick ascent of text-based substance over the web, 
including articles and recorded archives, concentrating on present day procedures to 
acquire discernment into what is composed there by individuals is inescapable. 
Individuals regularly use language vernaculars over the web to post a status. Thusly, 
understanding the vernacular in which a text scrap is composed with is significant for 
knowledge what has been composed. With the significance of inferring a (genuine) 
positive judgement and to have a profound comprehension of the semantics of the normal 
language in internet-based informal organisations like Twitter, current innovations, like 
Lexica, corpora, and ontologies should be appropriately built and utilised (El-Jawad and 
Hodhod, 2017). 

Online social media is an interconnected stage that assists with building social 
connection between normal interest individuals and furnishes the office to be associated 
with other interdisciplinary regions like business, governmental issues, sports, monetary 
organisations (Agrawal and Kaushal, 2016). Twitter, Facebook and so forth are one of the 
most popular persons to person communication sites. Here client speaks with one another 
by join various networks and conversation gatherings. Web-based media has the capacity 
to tackle dexterity issues among clients and furthermore it further develops the social 
mission’s viability. It does this by spreading the necessary data. Unstructured and 
semi-organised language is utilised by clients to speak with one another. The spellings 
and definite linguistic development of a sentence is not given need by the clients. This 
might prompt various sorts of ambiguities, as lexical, syntactic, and semantic and so on 
the most requesting undertaking to perform is to separate legitimate examples with data 
exhaustively from unstructured structure. Text mining is an answer of previously 
mentioned issues (Dastanwala, 2016). 

Web is a rich source of data and communication. That turns out to be more famous by 
its minimal expense, straightforward entry and accessibility. Subsequently, a rich number 
of uses are created by the utilisation of web among them the web-based media sites are 
additionally a critical commitment of web. In these sites, a colossal number of clients are 
conveying each other in text design. Hence, some of the time the maltreatment and other 
abuse is likewise conceivable by the different nature people groups. Furthermore, the 
manual examination of each imparted text is mind-boggling task. Subsequently, the text 
characterisation strategies are utilised for observing the abuse and maltreatment of the 
person-to-person communication sites (Dasondi, 2016). 
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Outcomes of the past work are deficient for our inspirations on account of the going 
with reasons: by far most of the work is based on Twitter, with little care in regards to 
picture sharing stages like Instagram and evidently, no previous assessment of complex, 
multi-name, different evened out extraction and portrayal in internet-based media has 
been made. In this paper, we revolve around the task of portraying the assessments about 
different online media applications like twitter, Facebook, YouTube, WhatsApp, etc. as 
opposed to just Twitter. The paper is organised as follows. First, we discuss the methods 
applied for the SLR. Then, the results of the review are discussed, and finally, we 
conclude with a summary of the paper, and highlight the limitations of the research and 
make recommendations for future works. 

2 Research methodology 

A SLR is pointed toward introducing and assessing the writing identified with the 
examination theme by using an exhaustive and auditable system (Hamid et al., 2016). 
This examination took on the SLR, an approach proposed (Hamid et al., 2016) to 
comprehend the job of text mining via social media information. This SLR includes a few 
discrete exercises, which are requested into three essential stages: arranging the audit, 
leading the survey and detailing the survey. The authenticity and immovable nature of the 
exact study procedure are confirmed by ensuing every movement as suggested in the 
three stages. In addition, Zhitomirsky-Geffet et al. (2009) proposed a catalogue BOW for 
online bibliography that is based on hierarchical concept index where matching topics get 
easily returned instead of long entries. 

The arranging action centres on fostering the audit convention. It clarifies the work 
process; in what way the audit is led through the analyst. The arranging stage includes the 
ID of the examination questions, the hunt methodology and the assessment of the assets, 
the consideration and rejection measures, the worth appraisal of the assets, and the 
technique for investigation. The subsequent stage implements the characterised 
convention in the arranging stage, while the clarification of the last description is 
expounded in the last stage. Notwithstanding, the philosophy by utilised in this audit was 
adjusted in view of crafted by Hamid et al. (2016). Hamid et al. (2016) likewise led a 
SLR named ‘Job of web-based media in data looking for conduct of global understudies. 
An orderly writing survey’ and worked on the system for simple reference. Figure 1 
portrays the exercises of each stage Hamid et al. (2016), while every one of the SLR 
stages will be depicted in the accompanying subcategories. 

2.1 Phase 1: planning 

2.1.1 Identify the need 
Recognising the requirement, the presentation segment referenced that there is a need to 
concentrate on message mining via online media information and the job of web-based 
media. Subsequently, three exploration questions were created to help the writing audit 
process. 
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2.1.2 Research questions 
Research questions the examination questions, which are explicitly tended to through the 
review are by means of the following: 

RQ1 Which text mining techniques have been used in social media? 

RQ2 How to develop a systematic taxonomy that reflecting the text mining techniques 
used in social media? 

RQ3 What are the strengths and weaknesses of the implemented text mining techniques 
in social media? 

2.2 Phase 2: conducting 

2.2.1 Conduct the review 
To get a feeling of the present status of the exploration on data looking for conduct, the 
job of web-based media and global understudies, both scholastic diaries and gathering 
procedures were analysed through logical information bases. 

Figure 1 Activities in systematic literature review 

Planning Conducting Reporting 
• 
 

• 

Identifying the 

need 

Research 

Questions 

• 

• 

Conducting the review 

Selection of study and the 

exclusion and inclusion 

criteria 

• Research 
Findings 

• 

• 

Quality assessment 

Data collection and analysis 

 

In the first place, the survey started with a quest for tracking down significant 
information from various sources. In this review, two logical web-based information 
bases were utilised in view of the rules and the importance and accessibility of the 
inquiry terms. Table 1 displays the chose logical internet-based datasets and the purposes 
behind utilising them. Besides, extra examinations from non-ISI diaries or meetings were 
incorporated assuming still up in the air to be important and helpful for the review. The 
two internet-based information bases recorded in Table 1 were looked through utilising 
the recorded pursuit articulations displayed in Table 2. Microsoft word was utilised along 
with Mendeley programming to deal with the recovered articles. Microsoft word was 
utilised to aid the improvement of summery of articles, while Mendeley saved the articles 
as indicated by the year/writer/time they were distributed in and dealt with the references 
throughout the composition of the SLR. 
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Table 1 Selected scientific online databases 

Online databases Reason to choose 
IEEE Covers the professional association for the advancement of technology 
Google Scholar It includes most peer reviewed online academic journals and books, 

conference papers, thesis and dissertation 
Science Direct It covers the engineering, physical sciences, health sciences, social 

science, health science and the humanities. 

Table 2 Search expressions used in the study 

S. no. Search expression 
1 Text mining 
2 Social media data 
3 Text mining techniques 
4 Facebook 
5 Twitter 
6 Instagram 
7 YouTube 

2.2.2 Study selection and the inclusion and exclusion criteria 
The determination of studies was done through five stages, as portrayed in Table 3. The 
legitimisation for this confirmation methodology was to see and pick the papers that 
arranged with the complaints of the SLR. It was not unforeseen that the picked 
articulations (information bases) would return every one of the papers connected with the 
subject. Thusly, a few circuit and excusal standards were used to improve the outcomes. 
The Mendeley reference chief assisted with dealing with the copy references all the more 
productively and to create an incorporated document. 

The incorporation and avoidance models were utilised to guarantee that main the 
significant articles were remembered for the SLR cycle. As online media began to turn 
into a peculiarity in 2000, the analysts chose to incorporate the time span from the year 
2016 to 2021 as summed up in Table 4. In the meantime, data looking for conduct point 
is utilised throughout the previous forty years and to help the assertions we include the 
ancient references. The consideration and prohibition measures are introduced in Table 4. 

2.2.3 Quality evaluation 
In this step, every one of the involved papers was outlined. This development was done 
throughout the information mining improvement and was utilised to guarantee that the 
involved articles completed a basic commitment with systematic literature review 
association. The going with three main quality evaluation rules were applied to each of 
the included papers in basically the same manner as summed up in the overview under to 
come by the exact results (Dyba and Dingsoyr, 2008): 

• Rigour: has an exhaustive and suitable methodology been claimed to enter research 
strategies in the review? 

• Credibility: these are the discoveries first rate and significant? 
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• Relevance: it describes how valuable are the discoveries to the advanced education 
research local area? 

Quality edge: 

1 Is this research is founded on paper (or it simply an ‘examples learned’ story 
dependent upon well-qualified assessment)? 

2 Are the examination points have a reasonable assertion? 

3 Is there a sufficient depiction of the setting in which the exploration had done? 
Table 3 Inclusion phases 

Phase Phase description 
P1 Selection of studies-based on the conducted search 
P2 Screening: inclusion-based on the inclusion criteria 
P3 Screening: exclusion-based on the exclusion criteria 
P4 Screening: exclusion-based quality assessment criteria 
P5 Confirmation 

Table 4 Inclusion/exclusion criteria 

Inclusion criteria Directly answer any at least one exploration question 
Focus on the information mining via web-based media 
information Published in years: 2016-2021 

Exclusion criteria Prohibit irrelevant books or upward introductions Exclude 
that is not connected with the exploration of the field 
Papers, when just dynamic. No whole text were accessible 
Papers that did not qualify the consideration rules 

Rigour: 

4 Were the examination configurations suitable to indicate the points of exploration? 

5 Were the enrolment systems suitable with the points of exploration? 

6 Were there benchmark collections with which we analyse medicines? 

7 Was the information gathered as that tended to the examination problems? 

8 Were the information examinations adequately thorough? 

Credibility: 

9 Has the connection among scientist and members been considered to a satisfactory 
degree? 

10 Is there an unmistakable assertion of discoveries? 

Relevance: 

11 Is the investigation of significant worth for exploration or practice? 

The hidden three estimates formed the base quality edge, to bar those research articles, 
which did not qualify the destinations of survey. The rules 4–8 present the problem of 
caution, which measured the examination method used, information game plan 
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contraptions and frameworks, and additionally the dependability of the revelations.  
Rules 9 and 10 were connected with the reliability of the research articles, which 
guaranteed the genuineness, and sincerity of the disclosures. The last rule, rule 11, 
indicates the importance of the work to the significant level preparation research area. 
The possibility of the picked articles was endeavoured by the usage of an appraisal tool 
dependent upon the depicted rules in the outline given above. 

Figure 2 Publication collection method flow 

Google 
Scholar 

IEEE Science 
Direct 

Keyword Search 

Total = 100 

Filter 
Inclusion/Exclusion 

Criteria 

Total = 60 

Filter 
Quality Assessment 
Criteria 

Total = 47 
 

2.2.4 Data collection and analysis 
An information assortment structure was intended to gather the most pertinent data from 
the chose papers to work with the method involved with examining the assembled 
information. This structure, which from here on out will be alluded to as the information 
outline, is introduced in Table 5. The planning was done after a further review of the 
picked studies by the subject matter experts, prior to comprehension was touched on all 
of the problems in the last data, which has been accomplished. 
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2.3 Phase 3: reporting 

2.3.1 Findings 
These fragment reports the outcomes of the systematic literature review, which was 
driven. As included in Segment 2, the purpose of the decision association is to recognise 
anything that number pertinent papers as could be took into account the systematic 
literature review. The procedure for coordinating the chase and decision of the related 
articles by databases is present in Figure 1. The fundamental chase is coordinated by the 
picked openings through using the described hunt enunciations and the pursuit cycle that 
had been described ahead of time. The basic inquiry yield returned an outright 100 papers 
and 40 papers have been chosen, as summarised in Table 6. 
Table 5 Data schema 

Essential information It includes the title and the author(s) of the paper 
Publication It refers to whether the distribution is a diary or meeting continuing 
Year It refers to the distribution years 2016 to 2021 of the articles 
Objectives It refers to the goals that the paper attempts to satisfy 
Filed It recognises the flood of the paper, regardless of whether it is 

identified with data looking for conduct or online media or worldwide 
understudies 

Focus It manages the focal point of the paper. It centres around the job of 
web-based media, giving data to defeat the issues of global 
understudies identified with concentrate abroad 

Future work It proposes the future work and the difficulties identified with the 
exploration questions 

After the assurance of papers reliant upon the described guidelines (see Table 5), the 
quality assessment procedure is executed. The possibility of the picked articles was 
endeavoured by the usage of an evaluation tool subject to the portrayed guidelines in 
Table 5. Each included review was surveyed dependent upon its quality limit, 
thoroughness, believability and significance. Then, at that point, the solicitations on the 
quality measures depended upon a no or yes rule, ‘yes’ showing the meaning of the paper 
as indicated by excellence and ‘no’ displaying the pointlessness of the paper in friendly 
event the quality. Considering the ‘yes’ and ‘no’ scales, diverse excellence appraisal 
orders, as depicted in the given list, that were tended to for every included research 
article. As obviously basically every one of the research articles were inside the edge of 
huge worth to be melded, this presented that the importance and watchfulness quality 
assessment rules had extra thought. Unusually, authenticity had less consolidation. 
Something like 80% of all the quality appraisal standards were presented by the ‘Yes’ 
answers. 

2.3.2 Result and discussion 
Based on the review, there is a diversity of text mining techniques, which are applied on 
social media data, as Table 6 painted it. This table presents that most of the researchers 
debated the text mining techniques on social media data. 
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These text-mining techniques, for the purpose of discussion are categorised in 
different social media types as Twitter, Facebook, Instagram, YouTube and purely social 
media data. 

RQ1 Which text mining techniques have been used in social media? 

RQ2 How to develop a systematic taxonomy that reflecting the text mining techniques 
used in social media data? 

RQ3 What are the strengths and weaknesses of the implemented text mining techniques 
in social media? 

Table 6 Text mining techniques in social media 

Social media 
type Text mining technique Text mining 

algorithm/tools References 

Twitter Text classification and 
NLP 

Decision tree, k-nearest 
neighbours, logistic 

regression, SGD 
classifier, random forest, 
SVM linear, naive Bayes 

Elsayed et al. (2019), 
Ahmad et al. (2022), 
Choudhary (2018), 

Permana et al. (2022), 
Hidayat and Parwanto 
(2022) and Malhotra 
and Malhotra (2018) 

Twitter Text classification, 
Natural language 

processing 

Different software’s are 
used like API, REST 

API, and JSON. Python 
3.x along with the 
Natural Language 
Toolkit (nltk) and 
tweepy libraries 

Ardra et al. (2017) and 
Dessai and Usgaonkar 

(2022) 

Twitter Sentiment analysis 
‘syuzhet’ package in R 

 Choudhary (2018) 

Twitter Text classification  Dasondi (2016) 
Twitter Text mining using fuzzy 

keyword match, support 
vector machine and 

Twitter latent Dirichlet 
allocation (LDA) 

Fuzzy keyword match, 
support vector machine 

and Twitter latent 
Dirichlet allocation 

(LDA) 

Dastanwala (2016) 

Twitter Text mining,  
text retrieval 

A novel  
Twitter-text-mining 

model was effectively 
constructed. 

Kaburuan et al. (2014) 

Twitter Incremental mining 
technique with set of 
frequent word item 

(SFWI) 

CP-tree algorithm. Sa et al. (2017) 

Twitter Clustering technique Profiling social media 
users (PSMU) algorithm 

Vasanthakumar et al. 
(2019) 
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Table 6 Text mining techniques in social media (continued) 

Social media 
type Text mining technique Text mining 

algorithm/tools References 

Twitter Information extraction 
Text categorisation 

Orange data mining 
software, meaning cloud 

and linguistic inquiry 
and word count 

Roundtree (2018) 

Twitter Text mining using  
Weka tool 

Weka tool is used Hassan (2018) 

Twitter Sentiment analysis  Razavi and Rahbari 
(2020), El-Jawad and 

Hodhod (2017), 
Costales et al. (2022), 
Hidayat and Parwanto 

(2022) and Fakhrur  
et al. (2019) 

Twitter Text mining using  
TF-IDF algorithm 

TF-IDF algorithm Sutar (2017) 

Facebook Two text-mining 
techniques are string 

similarity indexes and 
corpus-based indexes 

 Agrawal and Kaushal 
(2016) 

Facebook Sentiment analysis for 
text preprocessing 

Tools used in this 
research are apache 
spark and Apache 

Hadoop 

Sriyanong et al. (2018) 

Facebook Sentiment analysis  Reguera et al. (2017) 
Facebook Clustering Rapid Miner tool Salloum et al. (2017) 
Facebook Logistics regression, 

naïve Bayes, support 
vector machine (SVM) 

and decision tree 

 Permana et al. (2022) 

Instagram Natural language 
processing 

 He et al. (2017) 

Instagram Clustering is applied K-means algorithm Fiallos et al. (2018) 
Instagram Classification Naïve Bayes algorithm Bayes (2019) 
Instagram Text mining using the 

facial recognition API 
 Zhou et al. (2016) 

Instagram Classification Linear SVM classifiers 
based on text-based  

N-gram, logistic 
regression, decision 

Hosseinmardi et al. 
(2015) 

Web Clustering K-means Cakir (2016) 
Web Preprocessing steps for 

sentiment analysis in 
Brazilian Portuguese 

social media 

 Cirqueira et al. (2018) 

Web Text mining Used Kkokkoma Korean 
analyser 

Kim and Ha (2016) 
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Table 6 Text mining techniques in social media (continued) 

Social media 
type Text mining technique Text mining 

algorithm/tools References 

Web Classification CNN, LSTM,  
LSTM-CNN and SVM 

Chen et al. (2018) 

Web Text mining using SVM SVM model Chen and Chuang 
(2019) 

Web Classification Word emotion 
refinement algorithm 

based on word emotion 
association network 

(WEAN) 

Jiang et al. (2017) 

Web Text mining Naive Baves, random 
forest, support vector 

machine (SVM),  
K-nearest neighbour 

(KNN) 

Jeelall and  
Cheerkoot-Jalim 

(2020) 

YouTube Classification Naive Bayes, K-nearest 
neighbour, support 

vector machine (SVM) 
and one collective 
classifier namely, 

bagging 

Zaman and Sharmin 
(2017) 

YouTube Machine learning and 
text mining techniques 

Latent Dirichlet 
allocation probabilistic 

model 

Vlachos and Tan 
(2018) 

YouTube Classification using 
gender identification 

model 

The classification model 
that recognises the 

author’s gender of a 
given data 

Zahir et al. (2019) 

Social media 
(mix) 

Sentiment analysis  Nusantara (2019) and 
El Haddaoui et al. 

(2021) 
Social media 
(mix) 

Text mining  Kibtiah et al. (2020) 

Social media 
(mix) 

Text mining using SVM SVM Purnomo et al. (2016) 

WhatsApp Text mining using 
S2NOW algorithm 

S2NOW algorithm is 
used. 

Johari et al. (2021) 

WeChat Text mining and 
sentiment analysis 

techniques 

Latent Dirichlet 
allocation (LDA) 

Wu et al. (2018) 

Telegram Sentiment analysis 
techniques 

 Razavi and Rahbari 
(2020) and Reguera  

et al. (2017) 
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Figure 3 Overall representation of research (see online version for colours) 

SLR technique as mentioned in Figure 1 

RQ1 RQ2 RQ3 

Text-mining 
technique in social 
media 

Text-mining technique in 
social media taxonomy of 
social media and text 
mining 

Strength and weakness of 
text-mining in social 
media 

 

Figure 4 Taxonomy of text mining techniques used in social media 

Social 
media 

Twitter 

Classification (Kaburuan et al., 2014; Hassan, 
2018; Agrawal and Kaushal, 2016), sentiment 
analysis (El-Jawad and Hodhod, 2017; 
Hosseinmardi et al., 2015), TM using (FKM, 
SVM, LDA) (Hamid et al., 2016), TM using 
WEKA (Zhou et al., 2016), TM using 
Twitter-text-mining model (Salloum et al., 
2017), incremental mining technique (He  
et al., 2017), Clustering (Fiallos et al., 2018), 
text categorization (Bayes, 2019), TM using 
TF-IDF algorithm (Chen and Chuang, 2019) 

Facebook 

Instagram 

Web 

YouTube 

Social 
media 
(mix) 

WeChat 

WhatsApp 

String similarity indexes and corpus-based 
indexes (Hamid et al., 2016), Sentiment 
analysis (Zhitomirsky-Geffet et al., 2009; 
Dyba and Dingsoyr, 2008), clustering 
(Elsayed et al., 2019) 

Natural language processing (Choudhary, 
2018), clustering (Permana et al., 2022), 
classification (Malhotra and Malhotra, 2018; 
Dessai and Usgaonkar, 2022), text mining 
using the facial recognition API (Ardra et al., 
2017) 

Clustering (Sa et al., 2017), sentiment 
analysis (Vasanthakumar et al., 2019), TM 
using Kkokkoma Korean analyser 
(Roundtree, 2018), classification (Razavi and 
Rahbari, 2020; Fakhrur et al., 2019), TM 
using SVM (Costales et al., 2022) 

Classification (Sutar, 2017; Reguera et al., 
2017), text mining using latent Dirichlet 
allocation probabilistic model (Sriyanong  
et al., 2018) 

Sentiment analysis (Jiang et al., 2017), text 
mining (Jeelall and Cheerkoot-Jalim, 2020), 
text mining using SVM (Zaman and Sharmin, 
2017) 

Test mining using latent Dirichlet allocation 
(LDA) (Chen et al., 2018) 

Text mining using S2NOW algorithm (Kim 
and Ha, 2016)  
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Table 7 Strength and weakness of text mining techniques in social media 

Social 
media type 

Text mining 
technique Strength Weakness References 

Twitter NLP and ML 
algorithms 

Good to extract 
knowledge from 
extremely unstructured 
data and classification of 
data. 

Bad to review the 
computational shift 
accomplished in 
greater datasets by 
unstructured text 
examination 
techniques. 

Elsayed et al. 
(2019) 

Twitter Sentiment analysis Helpful for people to 
making decisions and 
improving performances 

Not a 100% true 
survey 

Ardra et al. 
(2017) 

Twitter Sentiment analysis 
‘syuzhet’ package 
in R. 

Helpful for people to 
making decision and 
improving selling. 

This work cannot be 
used to predict and 
for actual rating of 
product 

Choudhary 
(2018) 

Twitter Text classification 
data model with 
JAVA technology 

With the increasing size 
of dataset, the 
performance of the 
classifier is improved. 

The classifier is not 
appropriate for 
characterisation of 
the text in various 
classes. It is great 
just for two classes. 

Dasondi (2016) 

Twitter Fuzzy keyword 
match, support 
vector machine 
and Twitter latent 
Dirichlet 
allocation (LDA) 

The performance of 
Fuzzy keyword match is 
better than SVM and 
LDA for this scenario. 

This work not used 
for online business, 
increasing 
customers, and 
presenting offers for 
related groups 

Dastanwala 
(2016) 

Twitter An original 
Twitter-text-
mining model was 
effectively built. 

This model has multiple 
functions like Extractor, 
cleaner, analyser, 
calculator and predictor, 
especially for Indonesian 
community 

This model is not 
capable for 
numerical words 
screening 

Kaburuan et al. 
(2014) 

Twitter Incremental 
mining technique 
with set of 
frequent word 
item (SFWI) 
representing using 
CP-tree algorithm. 

Gradual mining strategy 
with SFWI addressing 
utilising CP-tree 
calculation had been 
affirmed achieved to 
build the productivity of 
memory utilisation 
Around 1.84 occasions 
extra proficient than 
without steady procedure 
utilising FP-growth 
calculation. Furthermore, 
the time cycle could be 
speedier around 1.66 
occasions with steady 
procedure. 

It is not great when 
it is assumed the 
foundations of 
memory utilisation 
and effectiveness of 
time process for 
enormous text 
information. 

Sa et al. (2017) 
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Table 7 Strength and weakness of text mining techniques in social media (continued) 

Social 
media type 

Text mining 
technique Strength Weakness References 

Twitter Profiling social 
media users 
(PSMU) algorithm 

The proposed PSMU 
calculation customs 
remarkable bunches and 
profiles the Twitter users 
definitively by 
accomplishing 97.53 % 
precision. 

This algorithm does 
not provide profiling 
the social media 
users founded on 
location tagged 
posts. 

Vasanthakumar 
et al. (2019) 

Twitter Data analysis to 
classify tweets and 
determine 
sentiment, I 
applied two 
software packages: 
linguistic inquiry 
and word count 
and meaning cloud 

Meaning cloud 
researches unstructured 
criticism utilising text 
examination and 
semantic handling to 
perceive named elements 
and allocate text to 
bunch in a predefined 
scientific classification. 
LIWC applies text word 
references revalidated 
and intended to classes 
of sentiments, 
contemplations, 
inspirations and 
character. 

The study scheme 
also inherits 
confines of text 
mining, which 
prevents the 
adjacent reading of 
all content. 

Roundtree 
(2018) 

Twitter Software Weka is 
used. Different 
algorithms are 
applied. DT gave 
best result. 

A decision tree not 
requires the 
normalisation of data. 

A small variation in 
the data can cause a 
big change in the 
arrangement of the 
decision tree 
causing uncertainty. 

Hassan (2018) 

Twitter Different deep 
learning and 
machine learning 
algorithms and a 
hybrid model have 
been used. 

This hybrid model gives 
best result on English 
tweets than decision 
trees, naive Bayes, neural 
networks, random forrest 
and recurrent neural 
networks. 

This hybrid model 
cannot examine the 
Arabic language 
tweets. 

El-Jawad and 
Hodhod (2017) 

Facebook Different Indexes 
used in This article 
are Jaccard, dice, 
Ochiai, overlap, 
similarity 
matching, TF-IDF, 
latent semantic 
analysis 

LSA is capable of 
assuring decent results, 
much better than Jaccard, 
dice, Ochiai, overlap, 
similarity matching,  
TF-IDF. 

The suggested work 
displays the 
potential points but 
not whole showcase 
about irrelatively 
between comments 
and posts. 

Agrawal and 
Kaushal (2016) 

Facebook Tools used in this 
research are 
apache spark and 
Apache Hadoop 

This framework is 
capable of assuring goof 
results, this framework 
has less computation 
time than a single 
machine. 

This framework is 
not considered for 
using the further big 
data technologies. 

Sriyanong et al. 
(2018) 
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Table 7 Strength and weakness of text mining techniques in social media (continued) 

Social 
media type 

Text mining 
technique Strength Weakness References 

Facebook Datasets are taken 
from FEDER and 
Facebook. R 
Language is used 
also. Text Blob 
Python library is 
used to perform 
sentiment analysis 

We can realise that 
which words are 
recurrent in the 
decalogue by this tool 
and which words are less 
recurrent in Facebook. 

The small number 
of groups analysed 
in the Facebook 
dataset. 

Reguera et al. 
(2017) 

Facebook Face pager, Rapid 
Miner tool. 

By this model, we can 
see what principle points 
are considered as the 
interesting issues that 
were talked about across 
all news channels given 
by Facebook posts. 

By this model, we 
can see what 
essential subjects 
are considered as 
the intriguing issues 
that were inspected 
across all news 
channels given by 
Facebook posts. 

Salloum et al. 
(2017) 

Instagram This review 
contributions a 
work process 
strategy for 
utilising normal 
language 
preprocessing, 
feeling 
investigation and 
text mining 
procedures to 
assess online 
literary substance. 

The benefit of our work 
process strategy from 
different strategies is that 
our technique will lead 
opinion investigation and 
text digging for chosen 
classifications as 
opposed to removing the 
total informational 
collection. By applying 
this, organisations can 
accentuation on the 
intrigued classes for 
profound examination to 
get point-by-point 
discernments. 

The shortcoming of 
this work process 
technique is that it 
needs a few human 
exertions for 
information 
investigation and 
clarification to 
perceive significant 
gatherings or 
subjects from the 
information test that 
is selected randomly 
from the dataset. 

He et al. (2017) 

Instagram K-means 
clustering 
algorithm and the 
TF-IDF (term 
frequency-inverse 
document 
frequency) model 
is applied. 

The procedure of this 
work can be suitable in 
areas like, market 
research, digital 
marketing, social media, 
social studies, opinion 
polls and other fields. 

This approach could 
include test with 
other hashtags 
correlated to fields 
other than tourism. 

Fiallos et al. 
(2018) 

Instagram Naïve Bayes 
algorithm 

Naive Bayes algorithm 
can be applied to 
categorise comments on 
Instagram and a good 
option for this task – 
once again, it showed its 
competencies. 

This model shows 
weak performance 
to remove the stop 
words and 
classification of 
comments in each 
post. 

Bayes (2019) 
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Table 7 Strength and weakness of text mining techniques in social media (continued) 

Social 
media type 

Text mining 
technique Strength Weakness References 

Instagram The facial 
recognition API 

This tool is helpful to 
catch potential network 
between drug related 
pages and drug users on 
Instagram. A significant 
invention of this study is 
in face image analysis 
and in multimedia data 
analysis. 

This tool is not able 
to categorise drug 
users, dealers, 
sellers and 
glassmakers/legitim
ate and not able to 
categorise  
drug-users and  
non-drug-users. 

Zhou et al. 
(2016) 

Instagram Linear SVM 
classifiers 
established on 
decision, logistic 
regression,  
text-based  
N-gram. 

By this classifier, 
substantial number of 
media meetings 
containing cyber 
aggression and profanity 
that were not marked as 
cyberbullying, proposing 
that classifiers for 
cyberbullying, mere 
profanity detection and 
more sophisticated. 

The weakness of 
this classifier is that 
it is considered only 
for media meetings 
that have at least 
one profanity word. 
A more valuable 
classifier is needed 
that can apply to all 
media meetings. 

Hosseinmardi 
et al. (2015) 

Web Corpus, TF-IDF, 
Word2Vec, LDA 
and K-means 
clustering. 

This design, on text 
mining upholds language 
autonomous investigates. 
This technique assists 
with further developing 
text mining competently 
in Turkish language that 
is a word request free 
language. 

This classification 
algorithm cannot be 
able to categorise 
new data sources 
efficiently. 

Cakir (2016) 

Web Preprocessing 
steps for sentiment 
analysis in 
Brazilian 
Portuguese social 
media. 

This paper actually 
considers that there is 
unquestionably not a 
thorough and uniform 
framework for 
preprocessing of Social 
Media data, which rely 
upon SA in the Brazilian 
Portuguese language 

The results of this 
literature review are 
restricted to only 
Brazilian 
Portuguese. 

Cirqueira et al. 
(2018) 

Web LSTM, CNN, 
LSTM-CNN is 
used to categorise 
short texts of 
SinaWeibo. 

This LSTM-CNN is 
capable of assuring goof 
results, this framework 
gives better result than 
LSTM and CNN. 

This LSTM-CNN is 
not able to 
categorise traffic 
related microblogs 
into complete 
categories like 
traffic status, traffic 
accidents. 

Chen et al. 
(2018) 

 

 
 



   

 

   

   
 

   

   

 

   

   98 S. Bukhari and M. Ramzan    
 

    
 
 

   

   
 

   

   

 

   

       
 

Table 7 Strength and weakness of text mining techniques in social media (continued) 

Social 
media type 

Text mining 
technique Strength Weakness References 

Web SVM model SVM works relatively 
well when there is a 
small dataset; in this 
case, there is small 
dataset about food. 

SVM does not work 
well for large 
dataset. 

Chen and 
Chuang (2019) 

Web word emotion 
refinement 
algorithm, word 
emotion 
association 
network (WEAN) 

The outcome indicates 
that, this structure can 
figure news event 
sentiment precisely. 

This structure is not 
able to reflect word 
emotion pattern and 
emotion distance 
into text sentiment 
calculation. 

Jiang et al. 
(2017) 

YouTube Support vector 
machine (SVM), 
naive Bayes,  
K-nearest 
neighbour and one 
collective 
classifier known 
as Bagging. 

This bagging tool is 
capable of assuring goof 
results than naive Bayes, 
support vector machine 
(SVM), K-nearest 
neighbour and it proved 
in this study. 

The bagging 
algorithm is 
restricted only for 
YouTube dataset 
instead of the 
additional social 
media dataset to 
discover account 
holder having spam. 

Zaman and 
Sharmin (2017) 

YouTube machine learning 
and text mining 
techniques 

This review offers the 
establishment for a 
strong sign on what the 
public wishes, fears, and 
thinks with respect to 
android robots, and their 
get-together in the public 
arena. 

We cannot take into 
figured, the variety 
of perspectives over 
the long haul which 
could offer 
significant data on 
how open 
perception of 
androids is 
differing. 

Vlachos and 
Tan (2018) 

YouTube A classification 
model that 
specifies the 
gender of the 
writer of a given 
text. 

This gender 
identification classified 
model attains an ideal 
performance. The 
accuracy of the model is 
92% while the average 
precision is about 98%, 
which is very high. 

This arrangement 
model cannot apply 
to texts taken from 
other informal 
organisations, to 
gauge its ability to 
bargain gender 
identification from 
general online 
media like Arabic 
printed content. 

Zahir et al. 
(2019) 
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Table 7 Strength and weakness of text mining techniques in social media (continued) 

Social 
media type 

Text mining 
technique Strength Weakness References 

WhatsApp S2 NOW 
algorithm is used. 

The algorithm helps the 
usage of the private and 
public main pair and 
would absolutely offer 
attractive Herington 
persuade in the 
upcoming time. 

This plan cannot 
join the possibility 
of neighbourhood, 
recognising 
evidence and 
creation in the 
stream research 
work of 
combination and 
grouping of the 
WhatsApp visits of 
various individuals. 

Johari et al. 
(2021) 

WeChat Sentiment analysis 
and text mining 
techniques 

Helpful to find hot 
technology topics and 
keywords of the WeChat 
social media. 

Opinion 
examination is not 
enough for the 
flawlessness of the 
feeling word 
reference and the 
foundation in 
innovation subjects. 

Wu et al. 
(2018) 

4 Conclusions 

Prior research was utilised to represent the significance of leading this review for not 
many social media types and on the bygone eras. Then, at that point, a complete SLR was 
performed on some sort of social media and the job of web-based media. The main 
examination question found which information mining procedure is applied on which 
online media. These requirements found from the writing during looking through the 
catchphrases as issues, hardships and difficulties of online media and observe which text 
mining procedure is applied in which kind of web-based media. These data needs were 
ordered into various social media types like Facebook, YouTube, Twitter, Instagram and 
on broad information. There is a need to find which information mining procedure is 
applied in which online media in most recent social media types from 2016 to 2021. 

Notwithstanding, further investigations should be directed. As examined in the 
presentation area, there is an absence of examination on most recent social media types in 
a most recent time from 2016 to 2021. Hence, there is a hole in the writing regarding the 
finding of data about most recent setting of web-based media. Therefore, our third 
examination question is about the shortcoming and strength of social media procedures 
on various sorts of online media. In the first place, there are studies via online media yet 
absence of studies on the continuous use of these social media types. Subsequently, it is 
important to lead such examinations to get the data of most recent social media types on 
which distinctive text mining strategies are applied. 

Hence, more examination should be centred, for example, an investigation of most 
recent social media types from interpersonal organisations, in order to see how 
individuals, look for data from online organisations. Second, to find data via social media 
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an individual necessity to do specific things, where in the past times, an individual 
needed to play out specific exercises or some extra/various exercises to acquire data from 
libraries. Moreover, more investigations are expected to recognise the various practices 
of individuals, as referenced in the presentation, for example, as far as dynamic and 
uninvolved data looking for conduct via web-based media. 

AI calculation and natural language handling procedures are utilised to get helpful 
data from unstructured social media (Elsayed et al., 2019). Various strategies of text 
mining and diverse soft products are utilised like API, REST API, JSON. Python 3.x 
alongside the natural language toolkit (nltk) and tweepy libraries to distinguish the 
conduct of youth. This procedure proposed may assist individuals with settling on choice 
and execution improvement (Ardra et al., 2017; Sriyanong et al., 2018). A programmed 
text grouping procedure is proposed. The proposed procedure is applied on the twitter 
dataset for plan and displaying of the suggested classifier. The suggested strategy 
assesses each word in both the accessible categories that are positive or negative. The 
suggested strategy is likewise encouraging for using the procedure for the large 
information climate for streamed information grouping (Dasondi, 2016). 

Various boundaries are been utilised like fuzzy keyword match, support vector 
machine and Twitter latent Dirichlet allocation (LDA) machine learning ways to deal 
with recognise the interest group from a rundown of devotees. Tweets of the record 
proprietor to portion devotee will assist the record proprietor to payout assets successfully 
by sending proposals to the fitting client. This article set new bearings for online 
business, expanding clients, and introducing offers for related gatherings or related local 
area (Dastanwala, 2016). To investigate spam recognition by utilising various strategies 
on Facebook pages and posts, diverse Indexes utilised in this article are Jaccard, dice, 
Ochiai, overlap, similarity coordinating, TF-IDF, latent semantic analysis (Agrawal and 
Kaushal, 2016). The review presents a work process approach of utilising normal 
language preprocessing, message mining and feeling investigation procedures to examine 
online text-based substance. Specifically, the work process approach proposes to use the 
latent Dirichlet allocation (LDA) model to overhaul the number of gatherings. An 
obstacle with this work cycle approach is that it requires some human effort for data 
assessment and interpretation to perceive obvious classes or subjects from the model data 
self-assertively looked over the educational assortment (He et al., 2017). 

A sharp Twitter-text-mining model was effectively developed. It was endeavoured to 
scratch tweet-texts for expecting business exchanges and commitment pay in Indonesia. 
The model finally can tentatively gauge a total exchange trade and besides charge pay of 
business. Where the calculation really subject to brief assumption and basic assessment 
(Kaburuan et al., 2014). Message mining and sentiment analysis methodology are used to 
analyse the information in the WeChat official accounts through the technique for 
message mining, close by the assistance of concerning the message pop-ups in the 
WeChat official accounts as the enlightening assortment (Wu et al., 2018). To inspect a 
corpora of Instagram posts from the style locale, present a construction for taking out 
design credits from Instagram, and train a critical dressing classifier with slight 
organisation to pack Instagram posts dependent upon the associated message (Hammar, 
2018). Instruments used in this assessment are Apache Glimmer and Apache Hadoop to 
plan and encourage a capable text preprocessing structure on a significant data 
establishment, which is proposed to help the text preprocessing task to diminish the 
computation time (Sriyanong et al., 2018). 
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Tools used in this research are apache spark and Apache Hadoop. This framework is 
not considered for using the further big data technologies (Sriyanong et al., 2018). Naïve 
Bayes algorithm is used. This model shows weak performance to remove the stop words 
and classification of comments in each post (Bayes, 2019). The facial recognition API 
tool is not able to categorise drug users, dealers, sellers and glass makers/legitimate and 
not able to categorise drug-users and non-drug-users (Zhou et al., 2016). The literature 
review consists of preprocessing steps for sentiment analysis in Brazilian Portuguese 
social media is restricted to only Brazilian Portuguese (Cirqueira et al., 2018). 

This LSTM-CNN is not able to categorise traffic related microblogs into complete 
categories like traffic status, traffic accidents (Chen et al., 2018). SVM does not work 
well for large dataset (Chen and Chuang, 2019). The Bagging algorithm is restricted only 
for YouTube dataset instead of the additional social media dataset to discover account 
holder having spam (Zaman and Sharmin, 2017). A classification model that specifies the 
gender of the writer of a given text is applied. This arrangement model cannot apply to 
texts taken from other informal organisations, to gauge its ability to bargain gender 
identification from general online media like Arabic printed content (Zahir et al., 2019). 
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