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Abstract: The growing prevalence of mental health disorders concerns has
motivated the development of innovative technologies to support mental
well-being. The previous literary works on mental healthcare did not
investigate anger and anxiety disorder prediction by considering 23 features.
There is a lack of mental healthcare assistance mobile applications in the
literary works by considering anger and anxiety assessment and necessary
emergency assistance features. To solve these issues, this paper initiates
a machine learning model-based anger and anxiety prediction scheme by
examining different machine learning algorithms. Our analytical results show
that the logistic regression model shows better prediction results among all
machine learning algorithms in terms of higher accuracy, precision, recall,
and error rate. This paper presents a mental healthcare mobile application
with anger and anxiety assessment, physical exercise suggestions, hospital
search, doctor appointment booking, and emergency contact. The evaluation
result shows the efficiency of the proposed scheme.
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1 Introduction

Anger and anxiety disorder can be termed as a mental illness, and it can seriously harm
a person’s social and personal life (Arif et al., 2020). Anger and anxiety need to be
carefully assessed because they are important indicators of psychological distress and
wellbeing. WHO (1993) states that worrying about various problems and experiencing
excessive fear are symptoms of anxiety disorders. Among other symptoms, it may
cause high headaches, high heart-bit racing, and high chest pain. Anger out of control
can have detrimental long-term physical effects, including headaches, elevated blood
pressure, and increased anxiety (Antonatos, 2023). Two emotions are inextricably linked
in the rich and varied palette of human emotions. Anxiety is defined as the worry
or fear you experience in response to a perceived threat. Anger is a threat response,
but it is accompanied by a strong sense of annoyance. Researchers believe that these
two emotions play an important role in our ability to detect and respond to danger
(Healthline Authority, 2023). Anger and anxiety are closely related, despite the fact
that this relationship is frequently disregarded. Anxiety is defined as worry and fear
that are elevated above and beyond ordinary worries. Anger and anxiety can coexist
for a variety of reasons. Anxiety is frequently triggered by overstimulation in a
stressful situation coupled with a helpless feeling to control the stressor (Sagar, 2023).
However, anger is often the result of frustration. Unspoken anxiety frequently turns into
frustration, which eventually turns into anger. When anxiety gives rise to anger, it is
typically a subconscious response to some underlying fear or concern that the person is
experiencing. They use their anger as a means of regaining control over their anxious
emotions in these circumstances (Sagar, 2023). Use the appropriate example of road
rage. People who experience anxiety may become hostile toward other drivers as a result
of traffic and congestion on the roads. This outward display of anger often conceals a
deeper anxiety caused by internal pressures like impending obligations, mood swings,
or work deadlines. The aggravation of traffic jams adds to their emotional turmoil.

Many psychological problems, such as stress, depression, and anxiety and anger
management, are prevalent in today’s society (Priya et al., 2020). The brain’s reaction
to stress over certain matters is anxiety. Anxiety can affect people at different times in
their lives. Anxiety disorders are a class of mental illnesses that can lead to excessive
and ongoing feelings of fear and anxiety. People may avoid their jobs, social events,
interactions with others, schoolwork, family work, business work, and office work
because of extreme anxiety (Sharma et al., 2021). People may experience frustration and
helplessness in life. Appropriate treatment and monitoring of anger and anxiety disorders
are required in order to prevent this problem and enable people to be productive.
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A statistic indicates that mental health disorders affect approximately 25% of
the world’s population. Additionally, data indicates that approximately seven million
Bangladeshis experience various mental health disorders, including anxiety, depression,
and anger management (Arusha et al., 2020). People may experience stress, anger,
and anxiety for a variety of reasons, including non-academic and academic issues,
socioeconomic issues, environmental issues, cultural issues, and psychological issues.
Their high levels of anxiety and rage can lead to unproductive social and personal lives.
People in developing nations like Bangladesh typically do not give much thought to
mental health issues like anxiety, depression, and anger.

Mental illness is unquestionably a health problem that influences a person’s thinking,
feelings, and social interactions. These issues have shown that mental illness, including
depression, anxiety, and anger, has negative impacts on society at large and calls for
the creation of novel preventative and intervention strategies. A critical first step in
putting these strategies into practice is early mental health detection. Medical predictive
analytics is expected to completely transform the healthcare sector, according to Miner
et al. (2016). The patient’s self-report, which necessitates the use of questionnaires
meant to identify specific emotional or social patterns, is usually used to make the
diagnosis of mental illness (Hamilton et al., 1967). Many people with mental illness
or emotional disorders should be able to recover with the right care and treatment
(American Psychiatric Association, 2013). The best way to deal with anger and anxiety,
according to Sagar (2023), is to use an intelligent system for early detection and medical
treatment (e.g., mobile application-based doctor consultation and machine learning-based
mental disease prediction). In response to the rise in mental health issues like anger
and anxiety as well as the need for effective medical care, researchers are looking into
developing an intelligent system using machine learning that can be used to forecast
future events and categorise mental health problems (Chung et al., 2022).

Therefore, the primary motivation of this work is to reduce the harmful effects of
anxiety and anger via an intelligent system (Antonatos, 2023). To do so, a machine
learning-based system for detecting anxiety and anger as well as a healthcare support
system based on mobile applications are being developed. This paper’s primary goal
is to diagnose different mental illness levels (such as anxiety and anger disorders) by
determining the emotional state of the subject through the use of machine learning
algorithms, a standard psychological evaluation, and a mobile application-based mental
healthcare assistance system.

In order to detect anxiety and anger in individuals by examining multiple features,
the majority of the existing works (Priya et al., 2020; Sharma et al., 2021; Arusha et al.,
2020; Sumathi et al., 2016; Ahmed et al., 2020; Hilbert et al., 2017) did not offer any
machine learning-based classification model with high accuracy. Additionally, they did
not offer any mobile applications that would have helped people with their anxiety and
anger management. The current works lack an appropriate dataset for predicting anxiety
and anger. Another gap in the works that are currently available is the incorporation
of a machine learning-based system for predicting anger and anxiety into the mobile
application. The majority of published works did not provide a suitable framework for
analysing the relationship between anxiety and anger.
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To help people with mental healthcare, an automated system is necessary that would
use machine learning algorithms to diagnose anger and anxiety disorders. To prepare
the dataset, a questionnaire is required that may include mental and physical conditions,
current/past psychological health background, relationship status, and so on. For a more
accurate prediction of mental disorders, different machine learning algorithms need
to be examined in terms of accuracy, precision, recall, and error rate. This type of
assistance system will assist people in identifying mental issues such as anger and
anxiety that require counselling by analysing the prepared dataset. An Android-based
mobile application is also required that will provide mental healthcare to those in need
by assessing their anger and anxiety disorder level, emergency help, doctor suggestions,
and hospital search, among others.

1.1 Contributions of this paper

By examining numerous machine learning classifiers and 23 features, this paper presents
a user-friendly machine learning-based anger and anxiety disorder prediction scheme,
addressing the drawbacks of earlier research. It should be mentioned that earlier studies
did not examine a prediction scheme that examined both anger and anxiety disorders
using multiple machine learning classifiers and 23 features. Unlike existing works,
this work gives a multi-class classification approach (neither anger nor anxiety, anger
only, anxiety only, both anger and anxiety) using machine learning by analysing the
dataset. This paper also describes a multifeature-based mobile application that serves as
a healthcare assistance system in addition to an anger and anxiety assessment.
The following list includes this paper’s main contributions:

1 This paper constructs a robust prediction model capable of predicting whether an
individual is experiencing mental health issues, such as anxiety or anger. This
model leverages machine learning techniques to analyse relevant data and provide
accurate predictions. The proposed scheme also selects suitable machine learning
models for anger and anxiety prediction by assessing different machine learning
classifiers such as logistic regression, random forest, support vector machine
(SVM), K-nearest neighbours (KNN) and decision tree.

2 To train and evaluate the predictive model, this paper collects data from users and
prepares a mental healthcare dataset with anger and anxiety issues. The data
collection process involves gathering relevant information related to indicators and
factors associated with anger and anxiety disorder.

3 This paper analyses the collected data and extracts valuable information regarding
the presence and severity of anxiety and anger symptoms.

4  This paper develops a mental healthcare mobile application with an anger and
anxiety disorder assessment feature, doctor search and appointment booking
feature, hospital search feature, physical exercise and mental healthcare article
reading feature, and emergency contact feature, among others.

5 This work also gives user evaluation results regarding the proposed mobile
applications’ necessity, user interface and design, and personalised
recommendation query.
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The existing works discussion will be given in Section 2. The proposed machine
learning-based anger and anxiety prediction model will be discussed in Section 3. The
proposed mental healthcare mobile application features will be discussed in Section 4.
Section 5 holds the user-based evaluation results. Section 6 summarises the findings and
future challenges of this work.

2 Related works

Anger and anxiety are two distinct emotional states that commonly coexist and interact
within individuals. Anger can be defined as a strong feeling of displeasure or hostility,
often accompanied by a desire to retaliate or express aggression. Anxiety, on the other
hand, is characterised by feelings of fear, apprehension, and unease about future events
or uncertain circumstances. Both anger and anxiety are normal and adaptive responses
to various stimuli, but excessive or prolonged experiences of these emotions can lead
to negative consequences for individuals. The relationship between anger and anxiety
is complex and intertwined. It is not uncommon for individuals with anxiety to also
experience anger, as anxiety can manifest as irritability, restlessness, or a sense of being
on edge. Anxiety can heighten emotional reactivity, making individuals more prone to
anger outbursts or aggressive behaviour as a way to cope with perceived threats or
regain a sense of control. Similarly, anger can be a response to underlying feelings of
anxiety or fear, as individuals may become frustrated or agitated when their expectations
are not met or when they perceive a threat to their well-being. Furthermore, there is
evidence suggesting that chronic or unmanaged anger can contribute to the development
or exacerbation of anxiety disorders. Individuals who struggle with controlling their
anger may experience heightened levels of stress and arousal, which can trigger or
worsen symptoms of anxiety. The constant activation of the body’s stress response
system can lead to a vicious cycle, where anger fuels anxiety and vice versa. Study
proves highly anxious individuals have been found to react to stress with increased
irritability, hostility, anger attacks, indirect aggression, and direct aggression (Thompson
et al., 2021).

Anger and anxiety are interconnected emotional states that can influence and
exacerbate each other. Recognising and understanding the relationship between anger
and anxiety is crucial for providing comprehensive mental health support and
interventions to individuals experiencing these emotional challenges.

An anger rating scale and an anxiety rating scale are commonly used assessment
instruments to evaluate an individual’s level of anger and anxiety. These scales consist
of a series of questions and inquiries that participants complete to provide insights
into their emotional state. The primary goal of these scales is to assess the severity
of anger and anxiety symptoms and identify individuals who may be at risk of
developing anger issues or anxiety disorders. Psychologists or specialists utilise the
Buss-Perry aggression questionnaire (BPAQ), which has gained recognition as a gold
standard for measuring aggression. Psychologists and researchers widely utilise the
BPAQ to assess various types of aggression (e.g., physical or verbal), anger issues, and
hostility issues (Gerevich et al., 2007). By incorporating the BPAQ into the assessment
process, psychologists can obtain comprehensive insights into an individual’s aggressive
tendencies, allowing for a more nuanced understanding of anger-related issues and
providing valuable information for interventions and treatment planning. Additionally,
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the BPAQ’s established reputation and extensive use in research make it a valuable
tool for comparing aggression across different populations and studying the underlying
mechanisms of aggressive behaviour.

Similarly, the GAD-7 scale is an adequate measure to detect generalised anxiety
symptoms (Monteiro et al., 2017). It consists of questions that measure various
manifestations of anxiety, such as excessive worry, restlessness, difficulty concentrating,
and sleep disturbances. Psychologists and healthcare professionals employ the GAD-7
scale to determine the degree of anxiety experienced by individuals and to assess
whether further evaluation or diagnosis of an anxiety disorder is necessary. These rating
scales, including the BPAQ for anger assessment and the GAD-7 for anxiety assessment,
play vital roles in identifying, quantifying, and understanding the presence of anger
and anxiety in individuals. They provide valuable insights that help guide interventions,
treatment planning, and support for individuals experiencing anger and anxiety-related
difficulties.

In Kapoor et al. (2022), the authors explore various machine-learning models for
predicting anxiety disorders based on survey questionnaires. However, it has some
limitations. Notably, it fails to analyse the connection between anger and anxiety,
a crucial aspect of mental health. Additionally, the absence of an integrated user
interface restricts the models’ practicality for individuals seeking mental health support.
Furthermore, the study does not include the development of an application to aid
users’ mental well-being. Addressing these limitations would improve the models’
comprehensiveness and accessibility for real-world use, offering more holistic support
to individuals facing mental health challenges. In Walsh et al. (2018), the authors
investigated the relationship between anger and anxiety in young individuals. They
discovered that elevated levels of anger were associated with a higher likelihood of
being diagnosed with generalised anxiety disorder (GAD). However, the research has
several limitations. Firstly, the small sample size of only 40 participants might impact
the study’s generalisability. Secondly, the analysis solely focused on children, limiting
its applicability to other age groups. Additionally, the absence of a dedicated model for
predicting anger and anxiety may restrict the accuracy of predictions.

In Thompson et al. (2021), the authors show that anxiety sensitivity holds promise
as a treatment target for anger symptoms. However, the study has certain limitations.
Firstly, it lacks classification for detecting anxiety and anger in individuals. Secondly,
the absence of machine learning utilisation for prediction hinders the model’s potential
accuracy. Moreover, the research fails to provide mental support or suggestions
for individuals in need, potentially limiting its practical impact. Lastly, no app
or user interface has been developed to support those dealing with mental health
disorders. Addressing these limitations could enhance the study’s applicability and
efficacy, offering better support and insights for individuals experiencing anxiety and
anger-related issues. In Hilbert et al. (2017), the authors developed an SVM-based ML
model that used multi-modal bio-behavioural data from GAD. To classify the mental
disorder subjects from healthy subjects, they also used clinical questionnaire data along
with the MRI data. The MRI data provides good accuracy but they did not get good
accuracy with questionnaires data. The limitation of this paper is that their clinical
questionnaires were score-based. Also, they did not develop an app or user interface.

In Ahmed et al. (2020), the authors described an ML-based approach to detect
depression and anxiety. They applied several algorithms such as linear regression,
KNN or K-nearest neighbour, SVM or support vector machines, LDA, and CNN or
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convolutional neural network. The limitation of this paper is that they did not implement
any improvement monitoring system after therapy. In Priya et al. (2020), the authors
used image processing to better understand the patients’ psychological states (e.g.,
anxiety, depression, and post-traumatic disorder). The limitation of this paper is that
they did not consider the patient’s feelings and background history.

In Deeba et al. (2004), the authors developed an anxiety scale for Bangladeshi
people based on an online survey from a different perspective of Bangladeshi people.
The limitation of this paper is that they did not apply any model to predict anxiety.
In Sumathi et al. (2016), the authors compared eight machine learning methods for
categorising the dataset according to various mental health issues. The limitation of
this paper is that their dataset was not large enough to get better accuracy. Their
work is limited only to children rather than adults. In Masri et al. (2012), the authors
used Al or artificial intelligence methods in the diagnosis of mental health. Their
reasoning techniques are rule-based reasoning, fuzzy logic, and fuzzy-genetic algorithm.
The limitation of this paper is that their approach was rule-based reasoning, which is
pretty straightforward. Their prototype is only for a small area in Malaysia. They did
not present any immediate help service for life-threatening situations.

In Burkhardt et al. (2006), the authors developed a concept of an emotion-aware
VoiceXMLbased portal to predict anger situations from customer care call centre data.
This can be useful measurement and emotion-aware dialogue strategies. The limitation
of this paper, the voice data can be in low bandwidth and may cause an accuracy fall.
Also, they did not apply any counselling-based anger prediction model.

By examining the tweets, profile features, social media data, and hybrid knowledge
of the authors, the work in Gupta et al. (2023) developed a bi-directional long short-term
memory, or bi-LSTM, based depressed social user detection system. Several machine
learning algorithms (KNN, SVM, and random forest) were examined in Siddique et al.
(2022) to predict depression in Bangladeshi university students. Both the partitional
CNN model and the LSTM model were employed in the work in Ismail et al. (2022)
to predict the verbal offence or insult pattern by monitoring social media comments.
A model for the detection of chronic kidney disease was created by Khamparia et al.
(2020) by combining principal component analysis (PCA) and SVM techniques.

Differing from the existing works, this paper develops a user-friendly anger and
anxiety disorder prediction scheme using machine learning techniques. This paper also
developed a mobile application for anger and anxiety disorder assessment-based mental
healthcare assistant facilities.

3 Proposed model

This section provides an overview of our model’s design for predicting anxiety traits
and anger issues. It details the steps of data collection and cleaning, ensuring dataset
reliability.

3.1 System design

The system design process, as depicted in Figure 1, encompasses the overall structure
and flow of our model. It outlines the steps from data collection to model training,
highlighting the key components and their interconnections. The procedure for our
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prediction model begins with administering questionnaires to individuals, which cover
various aspects such as family income support, psychological health background,
academic performance, political involvement, relationship problems, drug addiction, and
experiences of ragging/bullying. The collected data is then organised in an Excel sheet
for further analysis. Next, a data cleaning process is conducted to eliminate incomplete
or erroneous entries, ensuring data quality and reliability. This step is crucial to prepare
the dataset for analysis. To train the model, we employ a range of machine-learning
algorithms, including logistic regression, KNN, SVM, decision tree, and random forest.
Each algorithm has its strengths in different scenarios, some performing better with
smaller datasets while others with larger datasets. By utilising multiple algorithms, we
aim to maximise the accuracy of our model in identifying individuals who may be
experiencing anger and anxiety disorders.

Figure 1 System design for anger and anxiety analysis
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With a dataset of only 1,001 survey responses, fewer than 30 features, and a requirement
for results that are easily interpreted, traditional machine learning models make more
sense for this application than deep learning. Deep learning is probably not going to
work well on a dataset with fewer than 500,000 items and fewer than 30 features.
It is very difficult for the deep learning algorithms to learn the features with a small
dataset. Additionally, there is a good chance that the algorithm will overfit. Conventional
machine learning models are a more realistic option in this particular situation
because they require less data and provide more transparency in their decision-making
process. For this reason, instead of looking into deep learning models, we looked
into conventional machine learning models in this case. Therefore, using deep learning
models to predict anger and anxiety is outside the scope of this work and will be
considered as a future research issue.

Figure 2 illustrates the complete data flow diagram of the Android-based mobile
application for anger and anxiety assistance. Upon logging in, users will be presented
with a questionnaire to assess the underlying causes of their anxiety and anger. The
questionnaire responses will be analysed to identify psychological problems such as
experiences of bullying, addiction issues, or recent personal difficulties. Users will have
the option to share their concerns with a psychologist who is an existing user of the
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application. Users will also have the ability to request appointments with available
psychologists through the application. When a psychologist logs into the application,
they will be able to view user information, along with the specific psychological
problems and any personal messages shared by the users. Psychologists can then
approve appointments and schedule sessions with individual users, who will receive
notifications regarding their scheduled appointments.

Figure 2 Block diagram of Android application
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3.2 Data collection and dataset preparation

In this section, we embark on the analysis of the collected data to achieve two primary
objectives. Firstly, the data is utilised to conduct a comprehensive analysis using various
machine learning algorithms. Two distinct datasets are considered for this analysis.
The first dataset, named S-9, comprises nine features, offering insights into students’
personal lives. The second dataset, named S-14, includes data from the Buss-Perry
aggression questionnaires (BPAQ) scale (Gerevich et al., 2007) and generalised anxiety
disorder (GAD-7) scale (Monteiro et al., 2017), providing information on aggression
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and anxiety symptoms. Figures 3(a) and 3(b) displayed the BPAQ and GAD-7 scaling
methods, respectively.

Figure 3 (a) Seven items of Buss-Perry aggression questionnaires (BPAQ) (b) Seven items of
generalised anxiety disorder (GAD-7)

(@) (b)

To ensure the dataset’s accuracy and relevance, extensive research was conducted to
identify the most significant factors associated with anger and anxiety. These factors
were carefully integrated into the questionnaire, forming the foundation of our initial
dataset discussed below.

According to the study conducted by Owens et al. (2012), higher levels of anxiety
and depression were found to be associated with lower academic performance. This
suggests that an individual’s academic condition can have a significant impact on their
mental health, particularly in terms of anxiety (Savage et al., 2017). According to
Bogels et al. (2006), the intergenerational transmission of anxiety involves a variety of
family factors. These factors contribute to the likelihood of anxiety being passed down
from one generation to another. The study emphasises that family dynamics, parenting
styles, and the modelling of anxious behaviours all play significant roles in shaping the
transmission of anxiety within families (van Santvoort et al., 2015). Numerous studies
indicate a strong connection between drug addiction or alcohol misuse and anxiety
and anger. In Goodwin et al. (2013), the authors found a relationship between drug
addiction and anxiety disorders in a study of 5,788 adults in the USA. In Nichols
et al. (2008), the authors reported that anger was significantly associated with increased
smoking, drinking, and marijuana use among 2961 middle school students in New York
City. The experience of sadness resulting from the death or loss of a loved one is an
important feature for predicting anxiety and anger. In Bonanno et al. (2004), the authors
provided insights into the psychological impact of bereavement and highlight how
sadness can significantly impact mental health. Additionally, in Rosner et al. (2011),
the authors explored the complexities of grief and its treatment, shedding light on the
emotional turmoil individuals may experience following a loss. The impact of financial
problems on an individual’s anxiety and anger is significant. A study carried out by
the University of Southampton and the Solent NHS Trust, focusing on first-year British
undergraduate students, established a clear connection between financial difficulties,
concerns about debt, and mental health issues like anger, anxiety, depression, and
alcohol use (Richardson et al., 2017).



A user friendly anger and anxiety disorder prediction scheme 57

Figure 4 Prepared dataset (see online version for colours)
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Table 1 Dataset labelling

BPAQ score GAD-7 score Emotional state Label
<17 <10 No anger/anxiety 0
>17 <10 Anger only 1
<17 >10 Anxiety only 2
>17 >10 Both anger and anxiety 3

Violence in the family is a contributing factor in the prediction of anxiety and
anger due to its well-documented impact on individual mental health. Research has
consistently shown that exposure to violence within the family can have detrimental
effects on an individual’s psychological well-being. Sadof et al. (1976) provide an
insightful perspective on this issue. Additionally, the study conducted by McCloskey
et al. (1995) further emphasise the relationship between family violence and mental
health, specifically anxiety. Being a victim of bullying can have significant effects
on an individual’s mental well-being, contributing to increased levels of anxiety and
anger. In Copeland et al. (2013), the authors conducted a study on adult psychiatric
outcomes of bullying, highlighting the long-lasting impact of childhood and adolescent
victimisation. In Hawker et al. (2000), the authors reviewed two decades of research
on peer victimisation and psychosocial maladjustment. Including the feature of hours
spent on social media in the study of anxiety and anger prediction is crucial due to the
evidence provided by Keles et al. (2020) in their systematic review. Figure 4 illustrates
the entirety of our dataset. We have collected our dataset from 1,001 participants
via a survey form. The 23 questionnaire of our dataset is shown in Figure 11. We
have validated our dataset by three experts. One professor expert from Chittagong
Engineering University (CUET), one professor from Dhaka University, and one doctor
expert from Chittagong medical college. The prediction model is based on a scaling
system. For the BPAQ scores, ranging from 1 to 5, a score of 1 indicates ‘very unlike
me’, while a score of 5 signifies ‘very like me’. The BPAQ scores are summed, and
scores above 17 are categorised as anger, while scores below 17 are considered as
non-anger. Similarly, in the GAD-7 scale, the scores measure the severity of generalised
anxiety disorder symptoms and range from 0 to 3. A score of 0 implies ‘not at all’,
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while a score of 3 denotes ‘nearly every day’. Scores greater than 10 indicate anxiety,
while scores less than 10 indicate non-anxiety. Table 1 shows the details of the labelling.

3.2.1 Data cleaning and data preprocessing

Finally, after gathering data from 1,001 students, we decided to begin making
predictions based on the information we had gathered. However, before applying
the prediction algorithms to the data, we cleaned it to eliminate as many outliers
as possible to improve accuracy. As a result, we produced different data versions.
Our survey had three parts. The first part contained students’ information like family
income support, present/past psychological health background, academic result, political
involvement, relationship problem, drug addiction, victim to ragging/bullying, etc. The
second part contained BPAQ scaling and the third part contained GAD-7 scaling. Since
our prediction model will be based on this scaling system, both the scaling were very
important for us. After collecting the dataset through the consent form, a data cleaning
process was conducted to ensure the quality and integrity of the data. Any missing
values in the dataset were identified and addressed. Missing values could arise from
respondents choosing not to answer certain questions or technical issues during data
collection. Mean imputation techniques were employed to fill in the missing values
based on the characteristics of the other variables. Then, the BPAQ and GAD-7 scores
were scaled to numerical values to facilitate the machine learning process. The BPAQ
scores originally range from 1 to 5, with 1 indicating ‘very unlike me’ and 5 indicating
“Very like me’. These scores were mapped directly to the 1 to 5 scale. The GAD-7
scores, which measure the severity of generalised anxiety disorder symptoms, ranging
from 0 to 3, with 0 indicating ‘not at all’ and 3 indicating ‘Nearly every day’. Based on
the scaled BPAQ and GAD-7 scores, a new column called ‘emotional state’ was created
to categorise the participants into four distinct groups: ‘neither anger nor anxiety’, ‘only
anger’, ‘only anxiety’, and ‘both anger and anxiety’. The ‘emotional state’ column
was derived by analysing the scaled BPAQ and GAD-7 scores are as follows. If the
scaled BPAQ score and the scaled GAD-7 score were both less than the threshold, the
participant was labelled as having ‘neither anger nor anxiety’. If the scaled BPAQ score
was greater than the threshold and then scaled GAD-7 score was less than the threshold,
the participant was labelled as ‘only anger’. If the scaled BPAQ score was less than the
threshold and the scaled GAD-7 score was greater than the threshold, the participant
was labelled as having ‘only anxiety’. If both the scaled BPAQ score and the scaled
GAD-7 score were greater than the threshold, the participant was labelled as ‘both
anger and anxiety’. By creating the ‘emotional state’ column, the dataset was enriched
with a categorical variable that encapsulated the participants’ emotional states, allowing
for further analysis and prediction of anxiety and anger levels using machine learning
algorithms. This dataset has 9 features and we named it S-9. The other dataset contained
the standard questions from BPAQ and GAD-7 which has 14 different personality trait
questions and we named it S-14. Then we used our five prediction algorithms to see
what might unfold. We ran all the algorithms based on the final label and our features
on two separate datasets to see how accurate the predictions were.
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3.2.2 Data visualisation
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To understand the significance of the data, Figure 5 shows the data visualisation diagram
based on different questionnaires.

Figure 5 (a) Data comparison for academic condition (b) Data comparison for family history

of mental illness (c) Data comparison for drug addiction (d) Data comparison for
sadness (e) Data comparison for financial problem (f) Data comparison for family
violence history (g) Data comparison for bullying (h) Data comparison for social

media addiction (see online version for colours)
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Figure 5(a) shows that a majority of students reported being happy with their
academic condition. Among 1,001 students, 608 expressed happiness. Within the group
of happy students, 361 were free from anger/anxiety, 116 experienced both anger and
anxiety, 99 had only anger, and 32 had only anxiety. Among the 393 students were not
happy with their academic condition, 131 experienced both anger and anxiety, 145 were
free from anger/anxiety, 76 had only anger, and 41 had only anxiety. Figure 5(b) shows
that a majority of students reported no family history of mental illness. Among 1,001
students, 315 have a family history of mental illness. Within the group with a family
history of mental illness, 170 were free from anger/anxiety, 85 experienced both anger
and anxiety, 39 had only anger, and 21 had only anxiety. Among the 686 students who
had no family history of mental illness, 162 experienced both anger and anxiety, 336
were free from anger/anxiety, 136 had only anger, and 52 had only anxiety.

Figure 5(c) shows that a majority of students reported they are not addicted to drugs.
Among 1,001 students, 291 were addicted to drugs. Within the group of addicted, 53
experienced both anger and anxiety, 197 were free from anger/anxiety, 26 had only
anger, and 15 had only anxiety. Among the 710 students who had not been addicted to
any drugs, 309 were free from anger/anxiety, 194 experienced both anger and anxiety,
149 had only anger, and 58 had only anxiety. Figure 5(d) shows that 555 students
reported no sadness from losing someone. Among 1,001 students, 446 had sadness from
death or loss. Within the group sadness, 109 experienced both anger and anxiety, 247
were free from anger/anxiety, 68 had only anger, and 22 had only anxiety. Among the
555 students who had no sadness from death or loss, 259 were free from anger/anxiety,
138 experienced both anger and anxiety, 107 had only anger, and 51 had only anxiety.

Figure 5(e) shows that 525 students reported no financial problems and 476 had
financial problems. Within the group of financial problems, 117 experienced both anger
and anxiety, 263 were free from anger/anxiety, 60 had only anger, and 36 had only
anxiety. Among the 525 students who had no financial problems, 243 were free from
anger/anxiety, 130 experienced both anger and anxiety, 115 had only anger, and 37
had only anxiety. Figure 5(f) offers insights into predicting anger and anxiety about
the feature of violence in the family. The comparison reveals several key observations.
In instances categorised as ‘most of the time’, a coexistence of anger and anxiety is
reported when there is a history of violence in the family. Conversely, in cases where
there is no violence, neither anger nor anxiety are present. When examining the category
of ‘never’, it is evident that the absence of violence corresponds to a lower occurrence of
both anger and anxiety. However, in instances of violence, both emotions are frequently
reported. The categories of ‘often’ and ‘rarely’ show mixed distributions, with varying
levels of anger and anxiety reported in the presence and absence of violence. The data
comparison underscores the need for further analysis, as the prediction of anger and
anxiety involves additional factors beyond the feature of violence in the family.

Figure 5(g) shows that being ever been bullied is indeed an important feature for
predicting anger and anxiety. Among the total of 1,001 surveyed students, 156 students
who reported having been bullied showed a higher incidence of both anger and anxiety.
This indicates a strong association between bullying experiences and the coexistence
of anger and anxiety. On the other hand, among the students who have never been
bullied (reported as ‘no’), 91 students experience both anger and anxiety, suggesting that
factors other than bullying may also contribute to these emotions. It is worth noting that
being bullied is associated with a higher likelihood of experiencing either only anger
(82 students) or only anxiety (28 students). In Figure 5(h) the comparison highlights
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notable differences in the prevalence of anger and anxiety based on social media usage.
Students who spend 1 to 3 hours on social media exhibit a higher occurrence of both
anger and anxiety (85 instances). Conversely, those who spend less than 1 hour show a
lower incidence of anger and anxiety (18 instances). Additionally, spending greater than
6 hours on social media is associated with a moderate occurrence of anger and anxiety
(39 instances). The data suggest a potential relationship between increased social media
usage and heightened levels of anger and anxiety.

3.2.3  Evaluation of framework

Our study aims to determine anxiety and anger in individuals. We utilised multiclass
classification algorithms and visualised our data using histograms. We have selected
the suitable ML model for prediction by evaluating the accuracy, precision, recall,
specificity, error rate, and f-measure using five algorithms. Higher accuracy and
f-measure indicate better performance, ensuring the correct identification of anxious and
angry individuals. The comparison of algorithm performance helped determine the most
suitable one. Reducing false negative and false positive rates improved the model’s
effectiveness. Mean absolute percentage error (MAPE) and root mean squared error
(RMSE) was calculated for model comparison. We used two datasets, F-21 and F-15,
and employed Python libraries such as pandas and scikit-learn for data analysis and
classification. The dataset was divided into training and test data, with a 75% and
25% split respectively. SVM, KNN, logistic regression, random forest, and decision tree
algorithms were employed for model prediction. We have compared our suitable ML
approach (logistic regression) with existing works on SVM-based prediction (Hilbert
et al., 2017) and KNN-based prediction (Ahmed et al., 2020). It can be noted that we
have implemented both methods based on our experimental settings.

3.2.4 Comparison of different machine learning algorithms

Figure 6(a) shows the confusion matrix for logistic regression. We can see that, in the
first row, there were 98 true positives (TP), 0 true negatives, 2 false positives (FP), and 0
false negatives (FN). In the second row, there were 0 FPs, 39 TNs, 0 TPs, and 0 FNs. In
the third row, there were 2 FPs, 0 FNs, 11 TPs, and 1 TN. In the fourth row, there were
0 FPs, 0 FNs, 0 TPs, and 48 TNs. The logistic regression model achieved an accuracy
of 97%, indicating that it correctly classified 97% of the samples. The precision score of
95% suggests a high proportion of true positive predictions relative to the total number
of positive predictions. The recall score of 94% indicates that the model successfully
identified 94% of the actual positive instances. The error rate was 2%, reflecting a low
rate of misclassification by the model. The F-measure, which combines precision and
recall, resulted in a value of 94%. The MAPE value of 2% suggests a low percentage
of absolute errors in the model’s predictions.

Figure 6(b) highlights the confusion matrix for the SVM classifier. We can see that,
in the first row, there were 100 true positives (TP), 0 true negatives, 0 false positives
(FP), and 0 false negatives (FN). In the second row, there were 3 FPs, 36 TNs, 0
TPs, and 0 FNs. In the third row, there were 4 FPs, 0 FNs, 9 TPs, and 1 TN. In the
fourth row, there were 0 FPs, 1 FN, 0 TP, and 47 TNs. The SVM model achieved
an accuracy of 95%, indicating that it correctly classified 95% of the samples. The
precision score of 94% suggests a high proportion of true positive predictions relative



62 M.S. Uddin and M. Chowdhury

to the total number of positive predictions. The recall score of 87% indicates that the
model successfully identified 87% of the actual positive instances. The error rate was
5%, reflecting a moderate rate of misclassification by the model. The F-measure, which
combines precision and recall, resulted in a value of 90%. The MAPE value of 9%
suggests a moderate percentage of absolute errors in the model’s predictions.

Figure 6 (a) Confusion matrix for logistic regression for 23 features (b) Confusion matrix for
SVM for 23 features (Hilbert et al., 2017) (c) Confusion matrix for KNN for
23 features (Ahmed et al., 2020) (d) Confusion matrix for decision tree for
23 features (¢) Confusion matrix for random forest for 23 features
(see online version for colours)
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Figure 6(c) depicts the confusion matrix for the KNN classifier. We can see that, in the
first row, there were 98 true positives (TP), 1 true negative, 1 false positive (FP), and 0
false negative (FN). In the second row, there were 9 FPs, 26 TNs, 0 TPs, and 4 FNs. In
the third row, there were 3 FPs, 1 FN, 7 TP, and 3 TNs. In the fourth row, there were
0 FP, 1 FN, 1 TP, and 46 TNs.

The KNN algorithm exhibited its prowess in classification, achieving an accuracy of
89% and demonstrating an impressive precision of 86%. It excelled incorrectly labelling
a significant proportion of the samples, with a relatively low rate of false positives.
While its recall score of 80% indicated the potential for improvement in capturing all
positive instances, the algorithm struck a harmonious balance with an F-measure of
83%.

Figure 6(d) gives the confusion matrix for the decision tree classifier. We can see
that, in the first row, there were 90 true positives (TP), 5 true negatives, 5 false positives
(FP), and 0 false negatives (FN). In the second row, there were 2 FPs, 32 TNs, 3 TPs,
and 2 FNs. In the third row, there were 4 FPs, 0 FNs, 5 TPs, and 5 TNs. In the fourth
row, there were 2 FPs, 3 FNs, 2 TPs, and 41 TNs. The decision tree model demonstrated
its capabilities with an accuracy of 87% but showcased relatively lower precision at
75% and recall at 74%. The error rate stood at 13%, while the F-measure reached 75%
and the MAPE was 20%.

Figure 6(e) provides the confusion matrix for the random forest classifier. We can
see that, in the first row, there were 99 true positives (TP), 0 true negative, 1 false
positive (FP), and 0 false negative (FN). In the second row, there were 7 FPs, 30 TN,
0 TP, and 2 FNs. In the third row, there were 4 FPs, 0 FN, 8 TPs, and 2 TNs. In the
fourth row, there were 0 FP, 2 FNs, 0 TP, and 46 TNs.

The random forest model yielded impressive results, achieving an accuracy of 91%.
With a precision score of 91% and a recall score of 82%, the model demonstrated
strong performance in correctly identifying positive instances while minimising false
positives. The error rate was reduced to 8%, indicating a lower rate of misclassification
compared to the decision tree model. The F-measure of 86% highlighted the model’s
balanced performance between precision and recall. The MAPE value of 17% indicated
a relatively low percentage of absolute errors.

Among the algorithms compared in Table 2, the maximum accuracy of 97% was
achieved by the logistic regression model, while the minimum accuracy of 87% was
obtained by the decision tree model. Based on this analysis, it can be concluded
that the logistic regression model performed the best in terms of accuracy among the
evaluated algorithms. With a higher accuracy rate, it demonstrated superior classification
capabilities, correctly identifying a larger proportion of samples compared to the other
models.

Table 2 Comparison among algorithms for 23 features (without cross validation)

Accuracy Precision Recall Error rate F-measure MAPE

Classi

assifier o)) % )
Logistic regression 97% 95% 94% 2% 94% 2%
SVM (Hilbert et al., 2017) 95% 94% 87% 5% 90% 9%
KNN (Ahmed et al., 2020) 89% 86% 80% 10% 83% 16%
Decision tree 87% 75% 74% 13% 75% 20%

Random forest 91% 91% 82% 8% 86% 17%
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Figure 7 (a) Cross-validated accuracy for logistic regression (b) Cross-validated accuracy for
SVM (Hilbert et al., 2017) (c) Cross-validated accuracy for KNN (Ahmed et al.,
2020) (d) Cross-validated accuracy for decision tree (¢) Cross-validated accuracy
for random forest (see online version for colours)
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Figure 7 highlights the different models accuracy with K-fold cross-validation (k = 1 to
10). If K = 5, then we are dividing the provided dataset into five folds and performing
a train and test on each fold. One fold is used for testing purposes during each run, with
the remaining folds being used for training purposes and subsequent iterations (Analytics
Vidhya, 2022). Figure 7(a) shows that the cross-validated accuracy of the logistic
regression model is consistently high, with a range of 96.0% to 99.5% over 10 folds.
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The highest accuracy of 99.5% is obtained when K = 6. This consistency demonstrates
the model’s strong generalisation abilities and suggests how resilient it is to various
data subsets. The lack of extreme outliers in the accuracy values demonstrates the
stability and dependability of the model in producing precise predictions under a variety
of cross-validation conditions. Figure 7(b) indicates that SVM achieved cross-validated
accuracy scores between 89.0% and 97.0% over ten folds. They achieved the second
highest cross-validated accuracy of 97% when K = 6. The model continues to maintain a
high degree of accuracy, demonstrating its capacity to manage a variety of data subsets
and produce accurate predictions. Figure 7(c) demonstrates that the cross-validated
accuracy of KNN’s performance varies, ranging from 83.0% to 92.0%. The achieved
fourth highest validated accuracy of 92%, when k = 6. The model exhibits flexibility
in response to various data attributes, albeit with some sensitivity to particular folds. In
spite of this fluctuation, KNN generally maintains an accuracy level that is moderate.
Figure 7(d) informs us that the accuracy of the decision tree model varies tenfold,
from 70.2% to 84.0%. Even though the accuracy of certain folds is lower than others,
the model performs admirably, identifying underlying patterns in the data and making
accurate predictions. The achieved fifth highest validated accuracy of 84%, when k =
8. Figure 7(e) visualises that the random forest consistently performs well, achieving
validated accuracy scores between 85.0% and 95.0%. The achieved the third highest
validated accuracy of 95%, when k = 6. The ensemble model’s robustness is evident,
maintaining high accuracy across diverse folds. This highlights its effectiveness in
handling complex relationships within the dataset and making accurate predictions. From
the aforementioned accuracy results with and without cross-validation, it can be said that
for our dataset, the logistic regression model is superior to other ML models. Therefore,
the logistic regression model can be used for anger and anxiety prediction purposes.

4 Mobile application development

This section will discuss the features of our proposed mobile application. The
mental health app’s user-centric mobile interface aims to promote mental well-being
and provide valuable resources. Users are welcomed with a clean login page [see
Figure 8(a)] to access the app’s features, while new users can create an account
through the register feature in Figure 8(b). The login page [see Figure 8(a)] offers
a straightforward design, featuring essential fields for email and password entry. A
‘forgot password?’ link facilitates easy password recovery. The register page presents a
comprehensive form, requesting users’ names, email addresses, and secure passwords.
Upon completing the form, users can tap ‘register’ to gain access to the app’s full
features.

After login, the user can access the home page in Figure 9(b). The navigation
menu is shown in Figure 9(a). The home interface serves as the central hub and the
starting point for users after they log in to our mental health app. Designed with
user convenience in mind, the home interface in Figure 9(b) offers easy navigation to
various sections and features within the app. Users can navigate through the navigation
bar as well [see Figure 9(a)]. Upon logging in, users are welcomed to the home
interface, where they can seamlessly access different sections, including the anger
and anxiety assessment feature, physical exercise suggestion page, doctors search,
emergency contact, article reading, and hospital search page.
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Figure 8 (a) Login and (b) register process (see online version for colours)
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Figure 9 (a) Home and (b) navigation interface (see online version for colours)
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The anger and anxiety assessment feature of our mental healthcare app employs
advanced machine learning techniques to provide personalised insights to users in
Figure 10. Utilising Python and hosting the model on AWS servers, we offer a seamless
and efficient experience. The assessment user interface presents users with 23 carefully
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crafted questions, each requiring them to select one option that best represents their
feelings. Upon submission of the answer regarding asked questions, our powerful
machine learning classifier model processes the 23 features and predicts one of four
classes: neither anger nor anxiety, anger only, anxiety only, or both anger and anxiety.
The anger and anxiety prediction outcome is shown in Figure 11. The predictive power
of our model is driven by a sophisticated algorithm that analyses user responses to
assess their mental state accurately. This helps users gain valuable self-awareness and
understand their emotional well-being.

Figure 10 Anger and anxiety assessment (see online version for colours)
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Figure 11 Anger and anxiety assessment prediction outcome (see online version for colours)
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Table 3 Applying different test cases to evaluate the prediction model
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Table 3 presents the outcomes of different test cases conducted to assess the performance
of our model. Each row in the table corresponds to a specific feature, and the columns
represent different test cases. The values within the table cells represent the answers
provided for each feature in each test case. The final row of the table represents the
model’s predictions for each test case, classifying them into four categories: neither
anger nor anxiety, both anger and anxiety, anger only, or anxiety only. Figure 12(a)
shows the physical exercise feature of our app. The physical exercise section of our
mental health app is dedicated to promoting overall well-being by providing users with a
diverse range of exercise options to reduce mental health distress and maintain a healthy
lifestyle. Within this section, users have access to a variety of exercises, including
running, meditation, swimming, cycling, yoga, and workouts. Each exercise option is
accompanied by informative articles that explore the importance of the exercise in the
context of mental health. The article reading interface is shown in Figure 12(b). These
articles highlight the numerous benefits of incorporating the specific exercise into one’s
routine, shedding light on its positive impact on mental clarity, emotional regulation,
and stress reduction.

Figure 12 (a) Physical exercise interface (b) Article readings interface (see online version
for colours)
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The find doctors interface [see Figures 13(a) and 13(b)] in our mental health app
provides users with a convenient way to access a comprehensive list of licensed
psychologists and psychiatrists. It serves as a valuable resource for individuals seeking
professional support and counselling to address their mental health concerns. Users can
browse through the profiles of different doctors, which include their credentials, areas of
expertise, and patient reviews. Upon selecting a specific doctor, users are directed to the
doctor’s details interface, where they can initiate the process of booking an appointment
[see Figure 13(a)]. Through this interface, users can request a preferred date and time
for the appointment, along with any additional notes or specific requirements they may
have. Once the appointment request is submitted, the doctor will be notified and can
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review the details provided by the user. The doctor has the option to accept or deny
the appointment request based on their availability. In the case of acceptance, the user
will receive a confirmation, and the appointment will be scheduled [see Figure 13(b)].
This interface aims to streamline the process of finding and booking appointments with
mental health professionals, ensuring that users can easily access the support they need
to improve their mental well-being.

Figure 13 (a) Find doctors and (b) appointment booking interface (see online version
for colours)
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The find hospital interface of our app is shown in Figure 14. This interface serves
as a valuable tool for users to locate and access nearby hospitals that offer mental
health services. It provides a user-friendly platform where individuals can find essential
information about various hospitals, enabling them to make informed decisions about
their healthcare needs. The interface presents a list of hospitals, each displaying crucial
details such as the hospital name, address, contact number, reviews, and ratings [see
Figure 14(a)]. This information allows users to assess the quality and suitability of the
hospital based on the experiences of other patients. Upon selecting a specific hospital
from the list, users have the option to view the hospital’s location on Google Maps
[see Figure 14(b)]. This feature simplifies navigation and helps users easily locate the
hospital, ensuring a smooth and hassle-free visit. The find hospital interface aims to
empower users by providing them with comprehensive information about mental health
care facilities in their area. By offering hospital reviews, ratings, and location services,
the app ensures that users can access the most suitable and reliable healthcare resources
to address their mental health needs effectively. The emergency contact interface in
our mental health app is shown in Figure 15(a). In times of urgent need or crisis,
this emergency contact interface serves as a quick and accessible resource to contact
essential emergency services. The interface displays three primary contact numbers such
as ambulance service, doctor contact number, and hospital contact number. The logout
interface of our mental health app is depicted in Figure 15(b). This logout interface
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offers a simple and user-friendly a way for users to conclude their session and provide
feedback. Upon choosing to log out, users are presented with two options: ‘back home’
and ‘logout’. Alongside these buttons, a brief message invites users to share their
valuable feedback by rating the app on the Google Play Store.

Figure 14 Find hospitals interface (see online version for colours)

=
€ 13, Niramoy Mental Healt...

= Hospitals

Niramoy Mental Health Hospital
73, 18 Babar R, Dhaka 1207

+8801758338888

MD Abutslib
‘Good people, good place, good service’

(5.0)

+88017343385348

Sajib Dey

(b)

Figure 15 (a) Emergency contact and (b) logout and feedback interface (see online version
for colours)

= Emergency Contact

Emergency Contacts

Ambulance Service

+8B01712-816234

Mental Health Doctor Contact
+BB01711-395696

Local Hospital Contact
+8801777-772763

Hi salah,

Thanks for using Metal Health App. Rate
the app on google play store.

(b)
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5 Evaluation results

We have collected feedback from thirty-two users via a survey regarding the proposed
app feature and its usefulness. This feedback helped us to examine the functionality of
our mobile application. The users responded to our survey and evaluated the app on
several issues. We chose the following questions to respond to on a scale of 1-5 to
assess how effectively the app performs:

1  rate how user-friendly and visually appealing the app’s interface is (user interface
and design)

2 rate the necessity of the app’s mental health articles and resources in terms of
their usefulness and relevance (helpful resources)

3 evaluate the effectiveness of the app’s self-assessment tools in understanding your
mental well-being (self-assessment tools)

4  rate how satisfied you are with the app’s ability to provide personalised
recommendations for improving mental health (personalised recommendation)

5 indicates how likely you are to recommend this app to others seeking mental
health support (recommendation likelihood).

From Figure 16, we can see that the majority of the users selected a 5-star rating
(suitable and useful). Whereas, the number of users with low ratings (1 star) is very low.
According to Figure 16 user based on review analysis, it can be seen that the majority
of users liked our application features and hinted at the usefulness of the proposed
application.

Figure 16 Mobile application evaluation result (see online version for colours)
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5.1 Comprehensive overview of the proposed system procedure, materials, and
analysis

In this subsection, we will deliver a comprehensive overview of the proposed machine
learning-based anger and anxiety disorder prediction procedure.

Figure 17 Initial dataset upload procedures (see online version for colours)

[ ] from google.colab import drive
drive.mount("/content/drive’)

Ipip install --upgrade scikit-learn

© import sklearn
sklearn. _version_

[ 1 import pandas as pd
from sklearn.preprocessing import LabelEncoder

[ 1 df = pd.read_excel('/content/drive/MyDrive/mental health assessment model/Mental Health Assessment Dataset.xlsx')

[ ] df.shape
(1001, 31)

[ 1 df.head()

over the
Do you last two Not Being so Feeling Mobile
Feeling Worrying Becoming afraid as
Are you have sadness weeks, how being restless Do you number
Academic Do you nervous, too much easily 1 Do you
happy  family Are you  from frequently able to that . think (iF you
Year  Department f : have anxious, about that  annoyed something think (¢
about your history addicted death . "*® . have you stop or it's you have like to
Acadenic [pepartment] “Uor YO e ey o financial eomteney  oron S0P O different 5% or aful Y% you have | T8 TR
Year] : 87 problem? P e things 1y irritable might BEr anxiety? R
condition?  mental loss? trouble [ S worrying LOPE seann MRS TER problem? mobile
illness? relaxing? [Row 1] [Row 1] [WSPU recharge)
[Row 1]
Athyear  Engineering Yes No Yes Yes Yes .. 2 1 1 3 4 4 3 Yes Yes NaN

Figure 18 Cleaning data procedures (see online version for colours)

[ 1 df.drop(df.columns[[e, 1, 3@]], axis=1, inplace=True)
for i, col in enumerate(df.columns)
print(i, col)

Age [Age]
Academic Year [Academic Year]
Department [Department]
Are you happy about your academic condition?
Do you have family history of mental illness?
Are you addicted to drug?
Sadness from death or loss?
Do you have financial problem?
Violence in family?
Do you ever been bullied?

If yes does it still effect you?(ANSWER ONLY IF YOU ARE BULLIED) [Row 1]
How many hours do you spend on social media? [Hours spend on social media ]
I get angry fast but calm down fast too. [Row 1]

When frustrated, I let my irritation show. [Row 1]

I sometimes feel like a powder keg ready to explode. [Row 1]
I get angry easily. [Row 1]

Some of my friends think I'm a hothead. [Row 1]

sometimes I get angry for no reason. [Row 1]

I have trouble controlling my temper. [Row 1]

over the last two weeks, how frequently have you experienced trouble relaxing? [Row 1]
Feeling nervous, anxious, or on edge [Row 1]

Not being able to stop or control worrying [Row 1]

Worrying too much about different things [Row 1]

Being so restless that it's hard to still [Row 1]

Becoming easily annoyed or irritable [Row 1]

Feeling afraid as if something awful might happen [Row 1]
Do you think you have anger problem?

Do you think you have anxiety?

O NV BRWN RO

NN N NN NN B R R R e
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Figure 19 Column mapping procedure (see online version for colours)

° col_map = {}

original_df = df

columns = df.columns

df.columns = [f's{i}" for i in range(len(df.columns))]

for i, (col, prev) in enumerate(zip(df.columns, columns)):
col_map[col] = prev

for key in col map.keys():
print(key, col_map[key])

s Age [Age] s22 Worrying too much about different things [Row 1]
s1 Academic Year [Academic Year] s23 Being so restless that it's hard to still [Row 1]
s2 Department [Department] s24 Becoming easily annoyed or irritable [Row 1]

3 Are you happy about your academic condition? 525 Feeling aw.‘r'aid as if something awful might happen [Row 1]
s4 Do you have family history of mental illness? 526 Do you th}”k you have anger problem?
s5 Are you addicted to drug? s27 Do you think you have anxiety?

s6 Sadness from death or loss?

s7 Do you have financial problem?

s8 Violence in family?

s9 Do you ever been bullied?

s10 If yes does it still effect you?(ANSWER ONLY IF YOU ARE BULLIED) [Row 1]

s11 How many hours do you spend on social media? [Hours spend on social media ]

s12 I get angry fast but calm down fast too. [Row 1]

$13 when frustrated, I let my irritation show. [Row 1]

514 I sometimes feel like a powder keg ready to explode. [Row 1]

$15 I get angry easily. [Row 1]

516 some of my friends think I'm a hothead. [Row 1]

s17 Sometimes I get angry for no reason. [Row 1]

s18 I have trouble controlling my temper. [Row 1]

s19 Over the last two weeks, how frequently have you experienced trouble relaxing? [Row 1]

s20 Feeling nervous, anxious, or on edge [Row 1]
s21 Mot being able to stop or control worrying [Row 1]

Figure 20 Labelling anger and anxiety dataset (see online version for colours)

Anger Rating The Buss-Perry Aggression Questionnaire (BPAQ) consists of 29 self-administered items  Labeling anxiety & anger
rated on a 5-point Likert Anger scale
(items 15-21) subscale. The score is the sum or the ratings (1 to 5) for its items. Range 7 - 35, Midpoint: 21
[ 1 for i in range(len(df)): 0
df.Loc[1, 'anger_score'] = df.iloc[i, 12:19].sun()

def labeling(row):
#3 - Both anger & anxiety
#2 - only anxiety

. . #1 - only anger
Anxiety Scorin
ety 9 #0 - Not anger & anxiety

Anxiety Score - Range: 0 - 21, Scores of 5, 10, and 15 are taken as the cut-off points for mild, moderate e Epeslh) = &
and severe anxiety anxiety_threshold = 10
[ 1 # Converting from 1-4 to 0-3 score if row['anger_score'] > anger_threshold and row['anxiety_score'] > anxiety_thres
for i in range(len(df)): return 3
for j in range(19, 26): elif row['anxiety score'] > anxiety_threshold:
df.iloc[i, j] = df.iloc[i, j]-1 return 2
elif row['anger_score'] > anger_threshold:
return 1
[ ] for i in range(len(df)): else:
df.loc[i, 'anxiety score'] = df.iloc[i, 19:26].sum() return @

df['y'] = df.apply(labeling, axis=1)

[ ] # create a dictionary to map values in colum 'y’ to emotional states
emotional_state_mapping = {
3: 'Both anger & anxiety’,
2: ‘only anxiety',
1: ‘only anger’,
@: 'No anger or anxiety'

}

# Add the 'Emotional State' column based on the mapping
df["Emotional State'] = df['y’].map(emotional_state_mapping)

[ 1 main_df = df.copy()

df .head()
so s1 s2 s3 s4 s5 s6 s7 s8 s9 ... s22 s23 s24 s25 s26 s27 anger_score anxiety score y  Emotional State
0 21-23 4thyear Engineering Yes No Yes Yes Yes Yes Yes - 2 3 3 2 Yes Yes 23.0 11.0 3 Both anger & anxiety
1 24-26 4thyear Engineering No No No No Yes No Yes 0 0 0 0 No No 15.0 4.0 0 Noanger or anxiety
2 18-20 4thyear Engineering Yes No Yes No No No Yes 0 [ 0 0 No No 14.0 2.0 0 Noanger or anxiety
3 21-23 4thyear Engineering No No No No No No Yes 0 0 0 0 No Yes 14.0 0.0 0 Noanger or anxiety
4 21-23 4thyear Engineering No No No No Yes Never Yes 3 2 1 2 Yes Yes 20.0 100 1 Only anger

5 rows x 32 columns
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Figure 21 Data visualisation procedures (see online version for colours)

[1

Figure 22 Label encoding procedures (see online version for colours)

Label Encoding

import matplotlib.pyplot as plt

import seaborn as sns

def data_visual(col):

# Group the DataFrame by col and 'Emotional State' and count the occurrences
grouped_df = df.groupby([col, 'Emotional State']).size().unstack()

# Reset the index to convert the columns into categorical variables

grouped_df = grouped_df.reset_index()

# Melt the DataFrame to convert it into a long format
melted_df = pd.melt(grouped_df, id_vars=col, value_vars=grouped_df.columns[1:], var_name='Emotional State’)

# Plot bar plot using seaborn
plt.figure(figsize=(10, 6))
sns.barplot(x=col, y='value', hue='Emotional State', data=melted_df)

ax

# Set labels and title

plt.xlabel(col_map[col])
plt.ylabel('Count"')
plt.title('{}: {}'.format(col, col map[col]))

# Add total count numbers on top of each bar
for p in ax.patches:
ax.annotate(format(p.get_height(), '.ef'), (p.get_x() + p.get_width() / 2, p.get_height()), ha="center’, va="bottom")

# Show the plot

plt.show()

data_visual('s3")

[ ] # Drop unnecessary columns
df = df.drop(columns=[ ‘anger_score’,
df = df.drop(columns = ['se’, 's1’, 's2'])

le = LabelEncoder()

for col in df.columns[:-1]:
dffcol] = le.fit_transform(df[col].astype(str))

# Print the label encoding mapping

print("(} mapping:".format(col))
for label, encoded_label in zip(le.classes_, le.transform(le.classes_))

print(f"(1abel)

53 Mapping:
e
Yes > 1

54 Mapping:
0 >0

> {encoded_label}")

[1

*anxiety_score’])

[l

main_df = df.copy()
main_df.head()

3
4

s3
1
0
1
0
0

sa
[
0
0
0
0

5
1
0
1
0
0

o o

0

5 rows x 27 columns

“Drop questionnaries columns

df = df.drop(df.iloc[

[ ] df.head()

s9

s16 s11 s12 ...

3 0 3 [
3 1 1 . 2 2
3 1 1 [
3 2 2 [
3 0 3 1.0

9:23], axis=1)

520 s21 s22

523 s24 s25 26 s27

Figure 23 Feature engineering procedures (see online version for colours)
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Enotional state
Both anger & anxiety
No anger or anxiety
No anger or anxiety
No anger or anxiety

Only anger

We have two dataset. F-9 and F-14, Combinning both dataset features we get 23 features. Based on 23 features our new models.

© nrein_df.head()

s3
0 1
10
2 1
3 0
4 0

s4 s5
0 1
0 o
0 1
[
0 0

0
0

5 rows x 27 columns

from

df =
df =

s8

s9 sl@ sl1 sl12

W W
&)
X}

$20 s21 s22 s23

o o

sklearn.model_selection import train_test_split

main_df.copy()

df.drop(['s26",

# Correlation matrix

's27'], axis=1)

corr_matrix = df.corr().round(2)

plt.figure(figsize=(14, 19))

plot = sns.heatmap(corr_matrix, annot = True)

o o o

o o

$24 s25 s26 s27

y

Emotional state
Both anger & anxiety
No anger or anxiety
No anger or anxiety
No anger or anxiety

Only anger



76 M.S. Uddin and M. Chowdhury

Figure 24 Model implementation procedures (see online version for colours)

Model Implementation

1.KNN 2.SVM
. . . s [ 1 from sklearn.svm import SVC
[1 ;“"" Sﬁe””'”etghbwf 1’””?“ Ko Tl oL ClassT ey from sklearn.multiclass import Onevsoneclassifier
rom sklearn.metrics 1mport accuracy_score

import matplotlib.pyplot as plt
import seaborn as sns

[ ] svmmodel = OnevsoneClassifier(svc())
. o svm_model.fit(X_train, y_train)
© knn = Kneighborsclassifier()
. i e . +# print('Train score:', svm model.score(X_train, y train))
# X _train = X_train.drop(["s4", "s7"], axis=1) print('Test score:', svm model.score(X_test, y_test))
knn.fit(X_train, y_train)
Test score: 0.5870646766169154
print('Test score:’, knn.score(X_test, y_test))

4. Decision Tree 3. Logistic Regression

[ 1 from sklearn import tree © fron sklearn.linear_model import LogisticRegression
tree model = tree.DecisionTreeClassifier() from sklearn.linear model import LogisticRegression
tree_model = tree_model.fit(X_train, y_train) log_model=LogisticRegression(max_iter=3000)

log_model.fit(X_train,y train)
# print('Train score:", tree_model.score(X_train, y_train))
print('Test score:', tree_model.score(X_test, y_test)) print('score’, log_model.score(X_test, y test))

Figure 25 Evaluating model (see online version for colours)

o
[ ] df.to_csv('procced.csv') # Recall
- recall = recall_score(y_test, y_pred, average='macro’)
print("Recall:", recall)

[ ] X_train, X_test, y_train, y_test = train_test_split(df.iloc[:, :
X_train

dF['y'], test_size=0.2,random_state=12)

# # Confusion matrix
unction for evaluating models # cm = confusion matrix(y_test, y pred)

# tn, fp, fn, tp = cm.ravel()
[ 1 import numpy as np

inport matplotlib.pyplot as plt # # Specificity

inport seaborn as sns # specificity = tn / (tn + fp)

from sklearn.metrics import confusion_matrix, accuracy_score, precision_score, recall_score # print(“specificity:", specificity)
def plot_confusion matrix(y_true, y_pred, labels):

# Error Rate
cm = confusion_matrix(y_true, y_pred, labels=labels) error_rate = 1 - accuracy
plt.figure(figsize=(8, 6)) print("Error Rate:", error_rate)
sns.heatmap(cm, annot=True, fmt="d", cmap='8lues’, xticklabels=labels, yticklabels=labels)
plt.xlabel('Predicted Labels') # F-Measure
plt.ylabel(‘True Labels') f_measure = 2 * (precision * recall) / (precision + recall)
plt.title(Confusion Matrix') print(“F-Measure:", f_measure)
plt. show()

# MAPE (Mean Absolute Percentage Error)
def evaluate_model (model, X_test, y_test, labels):
# Model predictions

def mean_absolute_percentage_error(y_true, y_pred):
y_pred = model.predict (X_test)

y_true, y_pred = np.array(y_true), np.array(y_pred)

# check for division by zero or Nan values
# Accuracy mask = y_true I= 0
accuracy = accuracy_score(y_test, y_pred) y_true = y_true[mask]
print("Accuracy:”, accuracy) y_pred = y_pred[mask]
#Decision Tree
[ 1 def apply model():

S ) tree_model = tree.DecisionTreeClassifier()
Aeplstle Ragrassien i i tree_model = tree model.fit(X_train, y_train)
log_model=LogisticRegression(max_iter=3000)
log_model.fit(X_train,y_train) print('Decision Tree:')
L R evaluate_model(tree_model, X_test, y_test, labels=[e, 1, 2, 3])
print(’'Logistic Regression:')
evaluate_model (log_model, X_test, y test, labels=[e, 1, 2, 3])
joblib.dump(log_model, ‘classifier.joblib’)

#Random Forest

R0 o random_forest = RandomForestClassifier()
svm_model = OnevsOneClassifier(Svc()) ) RS GG faretin, 0] ki)
svm_model.fit(X_train, y_train) - - -

. . print(°Random Forest:')
print(’svM:") evaluate_model(random_forest, X test, y_test, labels=[e, 1, 2, 3])
evaluate_model(svm_model, X_test, y_test, labels=[e, 1, 2, 3])

[ 1 apply_model()

#KNN

knn = KNeighborsClassifier() Logistic Regression:

knn.fit(x_train, y_train) Accuracy: 0.9751243781004527

Precision: ©.9514364207221351

Recall: ©.9414285714285714

# evaluate_model(knn, X_test, y_test, labels=[0, 1, 2, 3]) Error Rate: 0.02487562189054726
F-Measure: ©.9464060396064825
MAPE: ©.024752475247524754

print( KNN:')

The first step of our work is dataset collection and dataset preparation. The reader
can refer to Section 3.2 for the dataset preparation procedure. Next, we have uploaded
the dataset using the Google Colab platform (see Figure 17 for source code details).
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Our next step is data preprocessing. In this step, we removed unnecessary columns
from the dataset. This step was crucial to enhancing the simplicity and efficiency of
our subsequent analyses, ensuring that only relevant and meaningful data was retained
(see Figure 18 for the source code details). Following the data cleaning process, we
streamlined the dataset further by renaming the remaining columns from SO to S27.
This systematic column mapping was implemented to facilitate easy access to specific
features, fostering a more intuitive and organised dataset structure (see Figure 19 for
column mapping step source code details). Our next step is labelling the dataset.
In order to categorise emotional states, a new column named ‘emotional state’ was
introduced based on predefined thresholds for anger and anxiety. This labelling process
involved assigning specific emotional states to each data point, providing a foundation
for subsequent analyses and model training (see Figure 20 for dataset labelling details,
along with Table 1). Next, we performed data visualisation. Categorical columns within
the dataset were visually explored using count plots, with the additional dimension
of color representing the ‘emotional state’. These visualisations served to illustrate
the relationships between different features and the final outcome of emotional states,
offering valuable insights into potential patterns or correlations (see Figure 21 for
details on the source code and Figure 5 for some data visualisation results). Next, to
prepare the dataset for machine learning algorithms, we employed the LabelEncoder
from the sklearn.preprocessing module (see Figure 22 for source code details). This
process converted categorical data into numerical values, ensuring compatibility with
various machine learning models. Our next step is feature engineering. A correlation
matrix was constructed to analyse the relationships between different features in the
dataset. Subsequently, two sub-datasets, namely S-9 and S-14, were created. S-9 focused
on user personal attributes, while S-14 included GAD and BPAQ symptoms. This
segregation facilitated a more targeted exploration of specific feature sets (see Figure 23
for source code details). Our next step is model implementation. Several machine
learning algorithms, including KNN, SVM, logistic regression, decision trees, and
random forests, were implemented on the dataset. The models were trained using two
different sets of features (9 features in S-9 and 23 features in S-9 and S-14). Notably,
the inclusion of GAD and BPAQ symptoms in S-14 resulted in higher accuracy,
indicating the relevance of these additional features (see Figure 24 for source code
details). Our next step is model evaluation (see Figure 25 for details). Performance
metrics such as accuracy, precision, recall, error rate, and f-measure were computed
and compared across different models. After thorough evaluation, logistic regression
emerged as the best-performing model and was chosen for deployment in subsequent
stages. The selected logistic regression model was saved using the joblib.dump method.
This step was crucial for preserving the trained model’s parameters, allowing for
seamless integration into our mobile application. To assess the generalisation ability of
the models, 10-fold cross-validation was performed on the five implemented models.
This involved splitting the dataset into 10 subsets, training the models on 9 subsets, and
validating on the remaining subset. The process was repeated, ensuring robustness and
reliability in predicting emotional states with unseen data.

Next, we will provide a comprehensive overview of the proposed mobile application
development. The initial phase of our mobile application development involved planning
to ensure the usability of our prediction model for end-users. We opted for React
Native to build the frontend, providing a versatile solution that supports Android, iOS,
and web versions. Additionally, Firebase was chosen as the backend for its rapid
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development capabilities, streamlining the overall development process. Before moving
into development, we designed the user interface (UI) using Figma. This step allowed
us to create a prototype of the app, visualising the layout and flow and ensuring a
user-friendly and intuitive design. The frontend of the mobile app was implemented
using React Native. Various user interfaces were developed to enhance user interaction,
including login and register (see Figure 8), home (see Figure 9), anger and anxiety
assessment (see Figures 10 and 11), anger and anxiety assessment prediction outcome
(see Figure 11), physical exercise interface [see Figure 12(a)], article readings interface
[see Figure 12(b)], find doctors and appointment booking interface (see Figure 13),
find hospitals interface (see Figure 14), emergency contact and logout (see Figure 15)
and feedback interface. Each interface was carefully created to provide a seamless and
comprehensive user experience. The backend of our mobile application was developed
using Firebase. The Firebase Realtime Database was utilised to store essential data
such as user information, user readings, hospital and doctor information, and other
relevant app data. This ensured efficient data management and retrieval for various
functionalities within the app. To seamlessly integrate our prediction model into the
mobile app, a Python FastAPI backend was implemented. The trained model, saved
using joblib, was deployed as a FastAPI API endpoint. The Firebase backend was
connected to the FastAPI backend using a REST API, enabling the app to perform
predictions and receive outcomes. The FastAPI backend was hosted on an Amazon
AWS Lightsail server, ensuring reliable communication between the mobile application
and the prediction model. By combining these elements — React Native for frontend
development, Firebase for the backend, and FastAPI for model integration — we created
a robust and user-friendly mobile application capable of assessing and predicting
emotional states, providing relevant information, and facilitating essential functionalities
such as finding doctors or hospitals and appointment booking.

6 Conclusions

This paper provides a user-friendly anger and anxiety disorder prediction model by
examining five machine learning models (i.e., SVM, KNN, decision tree, random forest,
logistic regression) and utilising 23 key features. This paper also develops a mental
healthcare dataset based on a user survey-based questionnaire approach and the collected
dataset is validated by the healthcare professionals. The multi-class classification
approach (neither anger nor anxiety, anger only, anxiety only, both anger and anxiety)
using machine learning yields valuable insights into mental health assessment. The
results demonstrated that the logistic regression model is best suited for the anger
and anxiety disorder prediction scheme with 97% accuracy. This work also offers a
user-centric mental healthcare mobile application with personalised recommendations
and resources. The integration of an anger and anxiety assessment feature, reading
articles, physical exercise suggestions, doctor search, hospital search feature, and access
to mental health professionals enhances the proposed mobile applications’ ability
to promote mental well-being. The future work for the mental health app involves
improving data collection and increasing the number of participants to enhance accuracy.
Emphasis will be placed on enhancing the machine learning models, incorporating
deep learning methods, and optimising feature selection. Moreover, other mental health
disorders will be considered to expand the app’s scope and accommodate a broader
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audience. Personalised recommendation features will be integrated to offer custom
assistance, and the app will be adapted to serve both doctors and hospitals, allowing
users to access a wide network of mental health professionals. Video call consultation
facilities will be introduced to facilitate real-time interactions with experts. Additionally,
exercise tracking with smartwatch implementation will empower users to monitor their
physical activities about mental well-being. Finally, the app will be made accessible to
users from diverse demographics, ensuring a wider reach and impact. Through these
efforts, an even more effective and inclusive mental health app will be developed for
all users.
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