
 
International Journal of Reasoning-based Intelligent
Systems
 
ISSN online: 1755-0564 - ISSN print: 1755-0556
https://www.inderscience.com/ijris

 
Food ingredient recognition model via image and textual
feature extraction and hybrid classification strategy
 
Sharanabasappa A. Madival, Shivkumar S. Jawaligi
 
DOI: 10.1504/IJRIS.2023.10058891
 
Article History:
Received: 17 March 2022
Last revised: 21 November 2022
Accepted: 21 November 2022
Published online: 19 March 2024

Powered by TCPDF (www.tcpdf.org)

Copyright © 2024 Inderscience Enterprises Ltd.

https://www.inderscience.com/jhome.php?jcode=ijris
https://dx.doi.org/10.1504/IJRIS.2023.10058891
http://www.tcpdf.org


74 Int. J. Reasoning-based Intelligent Systems, Vol. 16, No. 1, 2024 

Copyright © 2024 Inderscience Enterprises Ltd. 

Food ingredient recognition model via image and 
textual feature extraction and hybrid classification 
strategy 

Sharanabasappa A. Madival* 
Department of Computer Science and Engineering, 
Faculty of Engineering and Technology, 
Sharnbasva University, India 
Email: maddi.227@gmail.com 
*Corresponding author 

Shivkumar S. Jawaligi 
Department of Electronic and Communication Engineering, 
Faculty of Engineering and Technology, 
Sharnbasva University, 
Kalburgi, Karanataka, India 
Email: shiv.jawaligi@gmail.com 

Abstract: This research work focuses on food recognition, especially, the identification of the 
ingredients from food images. Here, the developed model includes two stages namely: 1) feature 
extraction; 2) classification. Initially, the image features and textual features will be extracted, 
where image features like SIFT and improved CNN-based deep features, textural features are 
extracted. Then, the hybrid classifier is used for the identification of food ingredients that 
combines the models like neural network (NN) as well as long short-term memory (LSTM). In 
order to make the accurate results, the weights of NN and LSTM are fine-tuned via the 
Chebyshev map evaluated teamwork optimisation (CME-TWO) algorithm. At the final stage, the 
primacy of the offered scheme is proven concerning varied metrics. 

Keywords: food ingredients; improved CNN; TF-IDF features; long short-term memory; LSTM; 
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1 Introduction 
The quantification and determination of food ingredients is 
a significant issue in authorised food management. The 
intricacy of foodstuffs, globalisation of grocery markets and 
complications in the traceability of trade channels unlocks 

the door for failures and fraud in the processing, stocking 
and labelling process (Aguiar et al., 2018; Liu et al., 2016; 
Zhao et al., 2020a). The feasible consequence for customers 
is diverse beginning with observance of moral aspects like 
vegan, kosher or halal over healthy risks formed by 
pathogenic creatures to uncomplicated frauds owing to 
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economical causes. Actually, organic pollutants made up the 
vast amount of forewarning notices released by German 
authorities in 2011 and 2015. Meat and its related 
commodities are among the food products, which are most 
susceptible to corruption owing to their comparatively 
higher value and demands in the marketplace (Macheka  
et al., 2021; Pearce et al., 2020; Hellmann et al., 2020). 

Most of such cases were motivated by microbiological 
pollutants or the existence of non-declared allergic food 
elements (Liu et al., 2018; Li et al., 2020). As a result, drug 
and food legislation requires the appropriate assertion of 
ingredients and observance to transport and storage 
conditions (Lo et al., 2020; Liu et al., 2020). To guarantee 
observance to law and to sustain customer security, there is 
a rising requirement for schemes that permit for accurate 
determination of food elements, preferably straddling every 
kingdom of life together with fungi, plants bacteria, animals 
and maybe also expanding to viruses (Navruz-Varlı et al., 
2018; Pang et al., 2020; Hellmann et al., 2020). 

A broader palette of systematic techniques for 
examining products was introduced and is regularly 
deployed at authorised food control lab, however also 
industrial and private controlling labs (Iqbal et al., 2021; 
Fernandes et al., 2019; Wang et al., 2018a). Amongst these, 
DNA-oriented schemes such as PCR are perhaps the most 
extensively deployed methods, due to of their higher 
sensitivity and the prospect to carry out quantitative 
measures (Santosh Kumar and Venkata Ramanaiah, 2019; 
Nipanikar and Hima Deepthi, 2019; Vinusha, 2019; 
Sreenivasu et al., 2022). Nevertheless, while multiplexed or 
done in the meta bar coding arrangement, PCR-oriented 
schemes include the disadvantage to identify only a  
partial range of targeted classes and generate assay-based 
intensification bias (Wang et al., 2018b; Ambrosini et al., 
2018; Wahls et al., 2014; Hellmann et al., 2020). 

The contributions of the work are as follows: 

• Introduces a new food ingredient recognition model, in 
which SIFT, improved CNN-based deep features, BOW 
and TF-IDF features. 

• Exploits hybrid classifiers like neural network (NN) 
and long short-term memory (LSTM) for recognising 
purpose. 

• Proposing a new algorithm termed as Chebyshev map 
evaluated team work optimisation (CME-TWO) for 
tuning the weights of LSTM and NN. 

The paper is arranged as: Section 2 and Section 3  
depict the reviews and extraction of features. Section 4 
portrays CME-TWO-based optimised hybrid classifiers:  
NN + LSTM. Further, Section 5 addresses the steps 
followed in the proposed model. The results are briefed in 
Section 6 and the conclusions are described in Section 7. 

2 Literature review 
2.1 Related works 
In 2018, Kuo et al. developed a technique for detecting the 
components of mullet roe stuff. Depending upon the 
‘TaqMan real-time PCR assay’, specified mullets were 
designed, which targeted the RNA gene. Further, PCR 
amplicon was deployed for identifying fish variety in roe 
products slighter than 200 bp. 

In 2020, Hellmann et al. analysed ‘regional Doner kebap 
samples’ that exposed unlabelled and unexpected plant and 
poultry elements in 3 of 5 cases. Additionally, AFS was 
systematically applied to a broader set of meat substances of 
well-known composition for evaluating probable limits and 
quantification accurateness. Also, a consequence of diverse 
food matrices was analysed in detail. The newly developed 
method performed far better and was remarkably accurate in 
the earlier studies. 

In 2021, Zheng et al. screened six compounds from a 
natural product dataset through a cross-study depending 
upon two semi-flexible molecular dock techniques. It was 
shown that four elements have efficiently reduced thrombin 
and Calceolarioside B was most economical depending 
upon enzyme inhibiting experimentation. In addition, the 
required free energies of these elements with thrombin 
exhibited a steady rank tendency. The investigational results 
have shown the enhancement of this technique. 

In 2020b, Zhao et al. developed a species-specified PCR 
united with LFI for the recognition of goose meat. The 
goose-specified primer, which particularly enriched a 
portion on the ‘mitochondrial 12s RNA gene’ were 
effectively modelled. The primer’s specificity was 
confirmed in opposition to other species related to meat 
fraud. The simulated results have shown that the developed 
technique detected goose in cooked and uncooked binary 
mixtures. 

In 2020, Hafiz et al. suggested a novel system to 
monitor the nutritional data on soft drinks via a DCNN 
approach. At first, pre-processing was done by means of 
noise minimisation as well as contrast enhancement. At last, 
the performances of the suggested method were confirmed 
regarding accuracy. 

In 2020, Jiang et al. established a stage model for 
identifying food images by recognising the candidate 
locations and by deploying DCNN to classify the objects. In 
the beginning, RPN was deployed to generate several areas 
of proposals. Eventually, the dietary ingredients were 
examined based on detected outcomes as well as dietary 
evaluation was produced consequently. 

In 2018, Emmanuel and Minija suggested a dietary 
valuation scheme depending on ‘CSWWLIFC’. Initially, 
segmentation was done over the images depending on the 
conservative WLI-FC model. Besides, feature vectors were 
derived and trained by means of the WLM scheme. Finally, 
the accuracy of the suggested model was proved by carrying 
out tests using the executed model. 
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Table 1 Review on existing food ingredient recognition models 

Author Method Features Challenges 

Kuo et al. (2018) PCR • High Specificity • Can be applied only for speedy 
screening purpose • Improved sensitivity 

Hellmann et al. (2020) Read mapping • Minimises false positive • Screening power is limited till 
20–30 species • High accuracy 

Zheng et al. (2021) Virtual screening • Higher throughput screening • Future works is on the concern 
on less toxicity foods • High accuracy 

Zhao et al. (2020b) PCR • High sensitivity • Cost factors should be explored 
• Reduced cost 

Rubaiya et al. (Hafiz  
et al., 2020) 

DCNN • High throughput • Bottle size assessment is required 
• Highly accurate 

Jiang et al. (2020) DCNN • High accuracy • High processing time 
• Better efficacy 

Emmanuel and Minija 
(2018) 

CSW-WLIFC • Minimal error • Need analysis on cost 
• Improved reliability 

Wald et al. (2019) Pearson correlation • Improved data • Need to analyse market prices 
• Quality 
• Real time analysis 

 
In 2019, Wald et al. illustrated the appliance and 
substantiation of the CIMI scheme in a Ghanaian country. 
The elementary structure of CIMI was designed by 
arranging a questionnaire on the rate of recurrence of food 
and as a result, region-oriented food groups were recognised 
via food composition tables. In addition, substantiation was 
done by means of a correlation study. 

2.2 Review 
Table 1 shows the reviews on secured TS systems. Initially, 
PCR was deployed in Kuo et al. (2018) which offered 
specificity and it also improved sensitivity. Nevertheless, it 
can be applied only for speedy screening purposes. Read 
mapping was exploited in Hellmann et al. (2020) that 
offered higher accuracy with minimal false positives; 
however, screening power is limited to 20–30 species. In 
addition, virtual screening was introduced in Zheng et al. 
(2021), which increased throughput screening along with 
high accuracy. Nevertheless, future work is on the concern 
of fewer toxicity foods. Likewise, PCR model was exploited 
in Zhao et al. (2020b), that minimised cost and it is offered 
high sensitivity. However, cost factors should be explored. 
Moreover, the DCNN model was deployed in Hafiz et al. 
(2020), which offered high accuracy and it included high 
throughput; however, bottle size assessment is required. 
DCNN was exploited in Jiang et al. (2020) that offer high 
accuracy and better efficacy however, it incurs high 
processing time. CSW-WLIFC was suggested in Emmanuel 
and Minija (2018) with higher reliability and it also 
presented minimal error. However, it needs analysis on cost. 
Finally, Pearson correlation was implemented in Wald et al. 
(2019), which offered improved data quality and it provided 

real-time analysis, however it needs to analyse market 
prices. 

3 Extraction of features for developed food 
ingredient recognition model 

The initial process is about extracting features like: 

1 SIFT 

2 improved CNN-based deep features 

3 BOW features 

4 TF-IDF features. 

3.1 SIFT features 
The SIFT (SIFT Feature, https://medium.com/data-
breach/introduction-to-sift-scaleinvariant-feature-transform-
65d7f3a72d40) is a simpler process and it encompasses  
four phases: 

a Electing scale-space peak: A probable spot to locate 
features is elected from the input image. The scale 
shape is computed as in equation (1), in which, Im(c,d) 
implies a segmented image with pixels (c, d) and G(c,d,σ) 
denotes Gaussian variable scale. 

( , , ) ( , , ) ( , )Im= ∗c d σ c d σ c dL G  (1) 

 In addition, ∗ implies a convolution operator. The 
diverse strategies are employed to find the positions of 
constant key point. DoG helps to locate scale-space 
extrema, K(c,d,σ) by computing the difference amongst 
two images, one with scale l times over the other. 
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( , , ) ( , , , ) ( , , )= −c d σ c d l σ c d σK O O  (2) 

b Localisation of key points: The feature key points are 
located precisely from the selected scale-space peak. 
The extrema location Q is according to equation (3). 

2 1 2

2

−∂ ∂=
∂ ∂
K KQ
c c

 (3) 

c Allotting orientation to key points: A scale-based 
neighbourhood is drawn around the key point site, and 
the gradient’s size and direction are noted. The final 
product is a 3,600 orientation histogram with 36 bins. 
The histogram is produced as a result. The histogram 
will max out at different times. The orientation φ is 
computed as in equation (4). 

( ) ( , ) ( , 1) ( , 1) ( 1, ) ( 1, )tan /+ − + −= − −c d c d c d c d c yO O O Oφ  (4) 

d Key point descriptor: The key points are represented by 
a high-dimensional vector. An orientation, size, and 
position are included for each important point. The next 
step is to develop a description that is substantially 
distinctive for the local image area of each key point. 

e Key point matching: The closest neighbours of the  
two images’ key points are identified and paired. 

The SIFT feature, which has been extracted is signified as 
FTSIFT. 

3.2 Improved CNN-based deep features 
CNN (Gu et al., 2018) includes three varied layers: 

• convolution layer 

• pooling layer 

• fully connected layer. 

All neurons are linked with nearby neurons in the previous 
layer. At the position (r, t) in lth layer of the linked wth 
feature map, the features are evaluated as in equation (5). 

, , ,= +Tl l l l
w wr t w r tB W PI D  (5) 

In equation (5), l
wW  signifies weight, l

wD  signifies bias of 
wth filter linked to lth layer. At centre location (r, t) of lth 
layer, the patch input is denoted by , .l

r tPI  The activation 
value , ,( )l

r t wact  linked with existing features , ,
l
r t wB  is 

assessed as presented in equation (6). In this work, leaky 
Relu function is used as activation function. 

( ), , , ,=l l
r t w r t wact act B  (6) 

Pooling layer: In the poling layer, the downsampling 
function is carried out. For every pooling function pool(·) 
linked to , , ,l

m h wact  the , ,
l
r t wC  value is assessed as exposed in 

equation (7), in which, NNr,t signifies neighbours near a 
location (r, t). 

( ) ,, , , , , ( , )= ∀ ∈l l
r tr t w m h wC pool act m h NN  (7) 

The results of prediction occur at CNN’s output layer. The 
CNN loss is indicated as L and traditionally, it is exposed as 
in equation (8). Based on the proposed concept, CNN loss is 
calculated as given in equation (9). 

( )( ) ( )

1

1 ; ,
=

= 
wn

h h

h

L l θ C F
wn

 (8) 

( ) ( )( ) ( )
1

( ) ( ) ( ) ( )

1

log 1 log 1
=

=

 
− − − − − 
  
∏

N N
h h h h

n

Loss

F C F C
 (9) 

The general constraint correlated with l
wW  and l

wD  is 
denoted by θ. Thus, wn counts of output- input relation exist 
{(PI(h), C(h)); h ∈ [1, ···, wn]}. The hth input feature, output 
as well as target labels are given by PI(h), C(h) and F(h), 
correspondingly. Here, the geometric mean function is 
deployed for computing the average entropy value. The 
extracted improved CNN feature is denoted as FTICNN. 

3.3 BOW features 
The text is converted into a bag of words in BOW (Thulasi, 
2017). The feature matrix is created with size m × n. Here, 
m denotes the count of sentence in the corpus and the count 
of unique words is denoted by n. The BOW-oriented 
feature, which is derived are denoted as FTBOW. 

3.4 TF-IDF features 
TF–IDF (Kim et al., 2018) is a significant format of  
text demonstration and includes longer history amongst 
three well-known depiction techniques. According to BOW 
technique, a text is defined by a collection of words used 
inside the document. The constraint TFij is signified as times 
word count i found in the document j the better the value, 
the more notable the word will be. The constraint DFi 
indicates document count, in which word i appears once; the 
better the value, the more frequent the word is. If word i is 
significant for document j, it must comprise a superior TFij 
and lesser DFi (Guo and Yang, 2016). Here, TF-IDF 
features are shown in equation (10), where, TFij denotes the 
times word count i appear in document j, M denotes count 
of document in collection, ni denotes total count of 
documents, in which features appear. 

-

2
1

log 0.01

log 0.01
=

 × + 
 = × =

 × + 
 

ij
iTF IDF

ij
M

iji i

MTF
nf TF IDF

MTF
n

 (10) 

The extracted TF-IDF-based features are indicated as  
FTTF-IDF. 

Consequently, the derived SIFT, BOW, TF-IDF and 
improved CNN-based deep features are estimated as FT, 
i.e., FTSIFT + FTBOW + FTTF-IDF + FTICNN = FT that are then 
classified via HC for recognition. 
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4 CME-TWO-based optimised hybrid classifiers: 
NN + LSTM 

4.1 Optimised NN classifier 
It (Mohan et al., 2016) concerns on optimal features FT as 
input, as exposed in equation (11), wherein nu indicates 
whole count of features. 

{ }1 2, , ,=  nuFT FT FT FT  (11) 

The NN scheme (Mohan et al., 2016) encompasses hidden, 
output and input layers. In equation (12), the hidden layer 
output z(H) is exposed and output of network ˆˆoQ  is 

described in equation (13). Here, î  and j → neurons of 
input and hidden layers, F → activation functions, 

( )
ˆ( ) →H

BiWe  bias weight to thî  hidden neuron, ˆ →in  input 

neurons count and ( )
ˆ( )

H
jiWe  is the weight from jth input neuron 

to thî  hidden neuron, ô  is the output neurons, nh indicates 
the count of hidden neuron, ( )

ˆ( ) →P
BoWe  output bias weight to 

thô  output layer, and ( )
ˆˆ( ) →P
ioWe  weight from thî  hidden 

layer to thô  output layer. The errors between predicted and 
actual values are specified in equation (14), wherein,  
nG → output neuron count, ˆôP  and ôP  is the output of 
predicted as well as actual value. 

( ) ( )
( ) ( )( )

ˆˆ
1=

 
= +  

 


in
H HH

jiBi
j

z F We We FT  (12) 

( ) ( )
( ) ( ) ( )

ˆ ˆˆ ˆ
ˆ 1

ˆ
=

 
= +  

 


hn
P P H

o Bo io
i

P F We We z  (13) 

( ) ( ) ( ) ( ){ }( ) ( ) ( ) ( )
ˆ ˆ ˆˆ ˆ

*
ˆ ˆ

, , , 1

ˆarg min
=

= −
G

H H P P
BoBi ji io

n

o o
We We We We

Er P P  (14) 

The output from NN classifier offers the final classified 
output in a precise way. 

Here, the weights of NN denoted by We are optimally 
elected by the proposed CME-TWO model. 

4.2 Optimised LSTM classifier 
It (Zhou et al., 2019) incorporates a sequence of recurring 
LSTM cells. Each cell of LSTM comprises three units, such 
as ‘input gate, output gate and forget gate’. The variables M 
indicates hidden state and D cell state. (Xt, Dt–1, Mt–1) 
indicates input layers and (Mt, Dt) output layers. 

The Ot, It, Ft indicates the output, input and forget gate 
in time t. LSTM mostly setup Ft for data sorting to be 
ignored. The sorted data designate specific partial features 
related to prior gaze direction; Ft is modelled as in  
equation (15). 

( )1−= + + +t IF t IF MF t MFF σ U X B U M B  (15) 

In equation (15), (UIF, BIF) and (UMF, BMF) suggest bias and 
weight constraint to map hidden and input layers to forget 
gate as well as activation function is inferred by σ. 

Input gate in LSTM as exposed in  
equation (16)–equation (18), in which, (UMG, BMG) and  
(UIG, BIG) signifies weight as well as bias constraint for 
mapping hidden and input layers to cell gate. (UMI, BMI) and 
(UII, BII) imply weight and bias constraint to map hidden 
and input layers to It. 

( )1tanh −= + + +t IG t IG MG t MGG U X B U M B  (16) 

( )1−= + + +t II t II MI t MII σ U X B U M B  (17) 

1−= +t t t t tD F D I G  (18) 

( )1−= + + +t IO t IO MO t MOO σ U X B U M B  (19) 

( )tanh=t t tM O D  (20) 

LSTM cell attains the output hidden layer from output gate 
as exposed in equation (19) and equation (20), where  
(UMO, BMO) and (UIO, BIO) implies weight a well as bias to 
map the hidden and input layer to Ot. Specifically, the 
weights of LSTM denoted by U are optimally elected by the 
new CME-TWO model. 

4.3 Proposed CME-TWO model 

• Objective: The objective Obj is to lessen the error as 
exposed in equation (21), in which, Err refers to error. 

min( )=Obj Err  (21) 

• Solution encoding: The weights of NN (We) and LSTM 
weights indicated by (U) are chosen optimally via 
CME-TWO scheme. The representation of solutions is 
shown in Figure 1, wherein, wn and wm stand for the 
entire count of NN weights and LSTM weights. 

Figure 1 Solution encoding (see online version for colours) 

 

4.4 CME-TWO 
CME-TWO is an enhanced edition of the benchmark TOA 
model. Existing TOA model addresses the collaboration 
behaviour of team members to achieve their planned aim. 
The TOA model is good in resolving the optimisation 
problems. Although, the TOA (Dehghani and Trojovský, 
2021) is highly convergent, at certain times, it gets stuck 
within the local optima. Thus, the global best solutions 
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could not be accomplished. As a result, in this research 
work, the information sharing and individual activity phases 
of TOA are customised for enhancing the convergence 
speed. Normally, self-development is established to be 
capable to resolve countless multifaceted optimisation 
problems (Rajakumar, 2013a, 2013b; Swamy et al.,  
2013; George and Rajakumar, 2013; Rajakumar and 
George, 2012; https://neptune.ai/blog/gan-loss-functions; 
https://nextjournal.com/jbowles/n-gram-models-part-1#:~: 
text=An%20n%2Dgram%20model%20is,rich%20pattern%
20discovery%20in%20text.&text=In%20other%20words%2
C%20it%20tries,or%20words%20near%20each%20other; 
Wagh and Gomathi, 2019; Sadashiv Halbhavi et al., 2019; 
Jadhav and Gomathi, 2019. The steps followed in  
CME-TWO model are described below: 

Step 1 The count of team members (M) and iterations 
Maxitr is set. 

Step 2 Randomly generate the initial population matrix. 

Step 3 The objective function is computed for all search 
agents as in equation (21). 

Step 4 For itr = 1: Maxitr do 

Step 5 Supervisor is updated as in equation (22). 

Step 6 For i = 1: M do 
a Supervisory guidance: The initial phase is to 

update team members based upon supervisory 
directions. The supervisor now directs the 
remaining team members toward the best 
outcome by sharing their experience and reports 
with them. Equations (22) to (24) are used to 
update the search agent’s position, where 1S

iX  
indicates team member’s new status i under the 
supervisor guidance. By tradition, ran is 
believed as a random integer, however, as per 
CME-TWO model, ran is computed using 
Chebyshev map. 

( )1 1
, ,,: = + ∗ − ∗S S

i d s i di i dX x x ran S I x  (22) 

1 1

else
<

= 


S S
ii i

i
i

X Obj Obj
X

X
 (23) 

(1 )= +I round rand  (24) 

 From equation (23), 1S
iObj  signifies the 

objective function and 1
,
S
i dx  signifies new value 

of ith search agent for dth problem. From 
equation (24), I denotes the update index value 
and rand indicates the random value generated 
among [0, 1]. 

b Information sharing: At subsequent stage, every 
team member seeks to develop their 
performance with the information of other better 
team members. The better team members are 
identified and further Mi is determined for ith 
team member. Conventionally, this update is 
undergone based on equation (25); nevertheless, 
as per developed CME-TWO model, the update 
occurs on the basis of harmonic mean as given 
in equation (26) and Xi is modelled as in 
equation (27) and equation (28). 

,
,

1,, : ==


iM
g i
j d

jN iN i
d

i

x

X x
M

 (25) 

,,

,
,

1

: 

=

=


i

iN iN i
d M

g i
j d

j

MX x
x

 (26) 

( )
( )

,2 2
,,

,

: = + ∗ − ∗

∗ −

N iS S
i d di i d d

N i
i

x x x ran x I x

sign Obj Obj
 (27) 

2 2

else
<

= 


S S
ii i

i
i

X Obj Obj
X

X
 (28) 

 In equation (27), XN,i implies team member’s 
mean value of that is better than team member i. 
Also, ObjN,i implies objective function and Mi 
implies count of team member that is higher 
than ith search agent and 2S

iX  implies team 
member’s new status. 

c Individual activity: At this stage, each team 
member makes an effort to improve their 
performance in light of their current situation. 
We have a part to perform even in this time 
period. As shown in equation (29) and  
equation (30) respectively, a novel 
mathematical model is developed, where 3S

iX  
implies third stage new status of team member 
and 3S

iObj  implies objective function. 

3 3
, ,,: ( 0.01 0.02)= + − + ∗ ∗S S

i best i di i dx x x ran x  (29) 

3 3

else
<

= 


S S
ii i

i
i

X Obj Obj
X

X
 (30) 

Step 7 End for i = 1: M, itr = 1: Maxitr. 

Step 8 Save the attained best solution. 

Step 9 End for itr = 1: Maxitr. 

Step 10 Return best solution 

Step 11 Terminate 
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5 Steps followed in proposed food ingredient 
identification model 

The proposed model comprises three very important phases: 

• Initially, SIFT, improved CNN-based deep features, 
BOW features and TF-IDF features are derived as 
features. 

• Subsequently, hybrid classifier is used for the 
identification of food ingredients that combines the 
models like NN and LSTM. 

• To make the identification more accurate, the weights 
of NN and LSTM are tuned optimally using  
CME-TWO model. 

Figure 2 depicts the overall description of proposed  
CME-TWO model. 

Figure 2 Illustrative revelation for developed food ingredient 
identification model (see online version for colours) 

 

6 Results and discussion 
6.1 Simulation procedure 
The proposed HC + CME-TWO method for proposed 
scheme was executed in ‘MATLAB’ and the examination 
was done. Here, investigation was made by means of  
the dataset downloaded from http://www.ub.edu/cvub/ 
recipes5k/. The performance of developed scheme was 
computed over existing models such as HC + SA-CSO 
(Madival and Jawaligi, 2022), HC + PRO, HC + LA,  
HC + BFO, HC + SSO and HC + TWO regarding diverse 
metrics. In addition, examination was held amongst diverse 
classifiers like BI-LSTM, NN, LSTM, DBN and GRU. 

Moreover, statistical analysis was performed to suggest the 
effectiveness of presented method. 

6.2 Ingredient analysis 
The targeted outputs and the actual outputs attained for six 
different food ingredients are illustrated in Table 2. The 
targeted outputs and the actual outputs are determined for 
varied schemes such as HC + SA-CSO (Madival and 
Jawaligi, 2022), HC + PRO, HC + LA, HC + BFO,  
HC + SSO and HC + TWO. From Table 2, it can be noticed 
that the output attained by developed CME-TWO model is 
almost similar to the targeted outputs. 

6.3 Performance analysis 
This section elaborates the performances of proposed  
HC + CME-TWO model over existing optimisation 
schemes concerning varied metrics. Here, evaluation was 
done using dataset from http://www.ub.edu/cvub/recipes5k/ 
and the related outcomes are graphed from Figures 3–5.  
The developed HC + CMETWO model is computed over 
HC + SA-CSO (Madival and Jawaligi, 2022), HC + PRO, 
HC + LA, HC + BFO, HC + SSO and HC + TWO models 
for varied LRs that ranges from 60, 70, 80 and 90. 
Moreover, Table 3 depicts the assessment of deployed 
scheme over conservative classifier schemes. In Figure 3, 
the proposed scheme has attained minimal negative outputs 
and increased positive outputs. Particularly, improved 
accuracy outputs are accomplished at 90th LR for proposed 
and existing schemes. Specifically, better accuracy values of 
(0.96) are attained for Figure 3(b), by proposed method  
at 60th LR, while, for other LPs, the accuracy values 
accomplished by developed model are relatively negligible. 
In addition, from Table 3, the HC + CME-TWO model 
concerning each metric has shown improved results for 
constructive metrics as well as minimal results for negative 
metrics with extant schemes. Therefore, the analysis  
shows the higher efficacy of HC + CME-TWO with the 
amalgamation of optimisation concept. 

6.4 Convergence analysis 
The convergence analysis of developed CME-TWO model 
with traditional models like, SACSO, LA, BFO, TWO, PRO 
and SSO for various iterations is illustrated in Figure 6. 
Here, the analysis is carried out by changing the iterations 
from 0, 5, 10, 15, 20, 25, 30 and 35. In general, the cost 
values of the proposed method have to be lesser for 
enhanced system performance. From Figure 6, the cost 
values are slightly better for proposed model from iteration 
0 to 3, whereas, the adopted method shows least cost values 
than that of the cost values from iteration 4 to 35, 
accomplished in iteration 0 to 3. Here, conventional PRO 
and BFO models have showed worst performance than  
SA-CSO, LA, TWO and SSO ones. Thus, the overall 
assessment shows the superior performance of the proposed 
model. 

 



 Food ingredient recognition model via image and textual feature extraction and hybrid classification strategy 81 

Table 2 Sample image representation of anomaly localised frames in a video (see online version for colours) 

 

      
Targeted 
output 

{‘Almond beets 
cheese dijon 
greens honey 

lemon oil onion 
pepper salt 

spinach 
vinaigrette 
vinegar’} 

{‘Berry egg flour 
milk oil salt 

shortening sugar 
warm water water 

yeast’} 

{‘Blueberries egg 
flour lemon milk 
oil salt shortening 

sugar vanilla 
warm water 

yeast’} 

{‘Apple beans beef 
carrot cauliflower 
coconut date egg 

garlic gin oil pepper 
rice salt scallions 

seeds shiitake 
spinach sriracha 
water zucchini’} 

{‘Beans beef brown 
sugar cloves egg gin 

kimchi oil pear 
reduced soy rice 

scallions’} 

{‘Bread 
cinnamon egg 

milk sugar 
vanilla’} 

HC  
+ CME-TWO 

{‘Almond beets 
cheese dijon 
greens honey 

lemon oil onion 
pepper salt 

spinach 
vinaigrette 

vinegar water’} 

{‘Berry egg flour 
milk oil salt 
shortening 

sugar’} 

{‘Blueberries egg 
flour lemon milk 
oil salt shortening 

sugar vanilla’} 

{‘Apple beans beef 
carrot cauliflower 
coconut date egg 

garlic gin oil pepper 
rice salt scallions 

seeds shiitake 
spinach sriracha 
worcestershire’} 

{‘Beans beef brown 
sugar cloves egg gin 

kimchi oil pear 
reduced soy rice 

scallions’} 

{‘Bread 
cinnamon egg 

milk sugar 
vanilla’} 

HC + TWO {‘Almond beets 
cheese dijon 
greens honey 

lemon oil onion 
pepper salt 
spinach’} 

{‘Berry egg flour 
milk oil salt 

shortening sugar 
thyme tomato 
tuna vanilla 

vegemite vinegar 
vitamin water 
worcestershire 

xylitol sweetener 
zucchini’} 

{‘Blueberries egg 
flour lemon milk 
oil salt shortening 

sugar thyme 
tomato tuna 

vanilla vegemite 
vinegar vitamin 

water 
worcestershire 

xylitol sweetener 
zucchini’} 

{‘Apple beans beef 
carrot cauliflower 
coconut date egg 

garlic gin oil pepper 
rice salt scallions 

seeds shiitake 
spinach sriracha 

thyme tomato tuna 
vanilla vegemite 
vinegar vitamin 

water worcestershire 
xylitol sweetener 

zucchini’} 

{‘Beans beef brown 
sugar cloves egg gin 

kimchi oil pear 
reduced soy rice 
scallions thyme 

tomato tuna vanilla 
vegemite vinegar 

vitamin water 
worcestershire 

xylitol sweetener 
zucchini’} 

{‘Bread 
cinnamon egg 

milk sugar 
thyme tomato 
tuna vanilla 

vegemite 
vinegar vitamin 

water 
worcestershire 

xylitol 
sweetener 
zucchini’} 

HC + SSO {‘Almond beets 
cheese dijon 
greens honey 

lemon oil onion 
pepper salt 
spinach’} 

{‘Berry egg flour 
milk oil salt 

shortening sugar 
vanilla vegemite 
vinegar vitamin 

wasabi water 
worcestershire 

xylitol sweetener 
yeast zucchini’} 

{‘Blueberries egg 
flour lemon milk 
oil salt shortening 

sugar vanilla 
vegemite vinegar 
vitamin wasabi 

water 
worcestershire 

xylitol sweetener 
yeast yolk 
zucchini’} 

{‘Apple beans beef 
carrot cauliflower 
coconut date egg 

garlic gin oil pepper 
rice salt scallions 

seeds shiitake 
spinach sriracha 
vanilla vegemite 
vinegar vitamin 

wasabi water 
worcestershire 

xylitol sweetener 
yeast yolk zucchini’} 

{‘Beans beef brown 
sugar cloves egg gin 

kimchi oil pear 
reduced soy rice 
scallions vanilla 
vegemite vinegar 

vitamin wafer 
wasabi water 

worcestershire 
xylitol sweetener 

yeast yolk 
zucchini’} 

{‘Bread 
cinnamon egg 

milk sugar 
vanilla 

vegemite 
vinegar vitamin 

wasabi water 
worcestershire 

xylitol 
sweetener yeast 
yolk zucchini’} 

HC + LA {‘Almond beets 
cheese dijon 
greens honey 

lemon oil onion 
pepper salt’} 

{‘Berry egg flour 
milk oil salt 

seafood seeds 
shallot sherry 
shiitake sirloin 

soy spinach sugar 
tuna udon vanilla 

vitamin water 
xylitol sweetener 
yolk zucchini’} 

{‘Blueberries egg 
flour lemon milk 
oil salt seafood 
seeds shallot 

sherry shiitake 
sirloin soy 

spinach sugar 
tuna udon vanilla 

vitamin water 
yeast yolk 
zucchini’} 

{‘Apple beans beef 
carrot cauliflower 
coconut date egg 

garlic gin oil pepper 
rice salt scallions 

seafood seeds shallot 
sherry shiitake 

sirloin soy spinach 
sriracha tuna udon 

vanilla vitamin water 
yeast yolk zucchini’} 

{‘Beans beef brown 
sugar cloves egg gin 

kimchi oil pear 
reduced soy rice 
scallions seafood 

seeds shallot sherry 
shiitake sirloin soy 
spinach tuna udon 

vanilla vitamin 
water yeast yolk 

zucchini’} 

{‘Bread 
cinnamon egg 
milk seafood 
seeds shallot 

sherry shiitake 
sirloin soy 

spinach sugar 
tuna udon 

vanilla vitamin 
water yeast 

yolk zucchini’} 

Note: (a) Image 1, (b) image 2, (c) image 3, (d) image 4, (e) image 5 and (f) image 5 
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Table 2 Sample image representation of anomaly localised frames in a video (continued) (see online version for colours) 

 

      
HC + PRO {‘Almond beets 

cheese dijon 
greens honey 

lemon oil onion 
pepper salt 

spinach 
vinaigrette 
vinegar’} 

{‘Berry egg flour 
milk oil salt 

shortening sugar 
tartar tenderloin 
Thai chilli toast 
tomato vanilla 
bean vanilla 

essence warm 
water yeast’} 

{‘Blueberries egg 
flour lemon milk 
oil salt shortening 

sugar tartar 
tenderloin Thai 

chilli toast 
tomato vanilla 
essence warm 
water yeast’} 

{‘Apple beans beef 
carrot cauliflower 
coconut date egg 

garlic gin oil pepper 
rice salt scallions 

seeds shiitake 
spinach sriracha 

tartar tenderloin Thai 
chilli toast tomato 

vanilla essence water 
zucchini’} 

{‘Beans beef brown 
sugar cloves egg gin 

kimchi oil pear 
reduced soy rice 
scallions tartar 
tenderloin Thai 

chilli toast tomato 
vanilla essence’} 

{‘Bread 
cinnamon egg 

milk sugar 
tartar 

tenderloin Thai 
chilli toast 

tomato vanilla 
essence’} 

HC + BFO {‘Almond beets 
cheese dijon 
greens honey 

lemon oil onion 
pepper salt 

spinach 
vinaigrette 
vinegar’} 

{‘Berry egg flour 
milk oil salt 

shortening strip 
loin tenderloin 

Thai chilli thyme 
tofu warm water 

yeast’} 

{‘Blueberries egg 
flour lemon milk 
oil salt shortening 

strip loin 
tenderloin Thai 

chilli thyme tofu 
vanilla warm 
water yeast’} 

{‘Apple beans beef 
carrot cauliflower 
coconut date egg 

garlic gin oil pepper 
rice salt scallions 

seeds shiitake 
spinach sriracha strip 
loin tenderloin Thai 

chilli thyme tofu 
water zucchini’} 

{‘Beans beef brown 
sugar cloves egg gin 

kimchi oil pear 
reduced soy rice 

scallions strip loin 
tenderloin Thai 

chilli thyme tofu’} 

{‘Bread 
cinnamon egg 
milk strip loin 
tenderloin Thai 

chilli thyme 
tofu vanilla’} 

HC + SACSO {‘Almond beets 
cheese dijon 
greens honey 

lemon oil onion 
pepper salt 

spinach 
vinaigrette 
vinegar’} 

{‘Berry egg flour 
milk oil salt 

shortening strip 
loin tenderloin 

Thai chilli thyme 
tofu warm water 

water yeast’} 

{‘Blueberries egg 
flour lemon milk 
oil salt shortening 

strip loin 
tenderloin Thai 

chilli thyme tofu 
vanilla warm 
water yeast’} 

{‘Apple beans beef 
carrot cauliflower 
coconut date egg 

garlic gin oil pepper 
rice salt scallions 

seeds shiitake 
spinach sriracha strip 
loin tenderloin Thai 

chilli thyme tofu 
water zucchini’} 

{‘Beans beef brown 
sugar cloves egg gin 

kimchi oil pear 
reduced soy rice 

scallions strip loin 
tenderloin Thai 

chilli thyme tofu’} 

{‘Bread 
cinnamon egg 
milk strip loin 
tenderloin Thai 

chilli thyme 
tofu vanilla’} 

 (a) (b) (c) (d) (e) (f) 

Note: (a) Image 1, (b) image 2, (c) image 3, (d) image 4, (e) image 5 and (f) image 5 

Figure 3 Analysis on HC + CME-TWO with traditional optimisation method concerning (a) precision (b) accuracy (c) specificity and  
(d) sensitivity (see online version for colours) 

 
(a) (b) 
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Figure 3 Analysis on HC + CME-TWO with traditional optimisation method concerning (a) precision (b) accuracy (c) specificity and  
(d) sensitivity (continued) (see online version for colours) 

 
(c) (d) 

Figure 4 Analysis on HC + CME-TWO over traditional optimisation method concerning (a) MCC (b) NPV and (c) F1-score (see online 
version for colours) 

 
(a) (b) 

 
(c) 

 



84 S.A. Madival and S.S. Jawaligi  

Table 3 Analysis on HC + CME-TWO model over existing classification schemes 

Metrics (%) BI-LSTM NN LSTM DBN GRU HC + CME-TWO 

LR = 60 

NPV 0.89591 0.94337 0.89145 0.966 0.94627 0.97717 
Sensitivity 0.93363 0.91056 0.9413 0.92445 0.94531 0.97425 
MCC 0.2742 0.31645 0.29507 0.37159 0.27201 0.1872 
Specificity 0.9295 0.97639 0.90322 0.90838 0.954 0.97775 
FPR 0.19277 0.32364 0.25583 0.2569 0.31752 0.19143 
F1-score 0.91884 0.88707 0.89818 0.89313 0.90908 0.96377 
Precision 0.90976 0.92429 0.93887 0.90959 0.93504 0.96878 
FNR 0.33115 0.3431 0.25863 0.30446 0.29584 0.18905 
Accuracy 0.83849 0.87126 0.88997 0.85272 0.87248 0.95762 
FDR 0.36512 0.37997 0.36378 0.20535 0.23732 0.19413 

LR = 70 

NPV 0.92172 0.94749 0.90026 0.96592 0.93856 0.97841 
Precision 0.93764 0.93291 0.94181 0.92796 0.96753 0.97729 
MCC 0.23877 0.27567 0.25106 0.34266 0.2697 0.18784 
Accuracy 0.75255 0.87024 0.91923 0.81291 0.76342 0.95243 
FPR 0.26313 0.36406 0.36877 0.30037 0.30379 0.18258 
F1-score 0.95614 0.9032 0.8991 0.92844 0.8952 0.9783 
Specificity 0.91467 0.92115 0.92708 0.90013 0.97593 0.97697 
FNR 0.34558 0.34273 0.2553 0.21327 0.22887 0.21051 
Sensitivity 0.92166 0.91861 0.9578 0.95356 0.90396 0.97747 
FDR 0.26217 0.35831 0.29566 0.36244 0.38373 0.20038 

LR = 80 
Specificity 0.93904 0.95108 0.92572 0.96664 0.94349 0.97099 
FDR 0.31512 0.27276 0.2095 0.35699 0.35657 0.20873 
FNR 0.37281 0.21449 0.35884 0.27741 0.34242 0.1924 
MCC 0.19928 0.19338 0.23962 0.33216 0.21799 0.18809 
Sensitivity 0.95949 0.94476 0.93705 0.95434 0.91561 0.9724 
NPV 0.88639 0.9573 0.8932 0.89393 0.9345 0.97535 
Precision 0.9474 0.9274 0.91757 0.95378 0.93205 0.9698 
FPR 0.21354 0.34014 0.22934 0.32114 0.19114 0.18973 
Accuracy 0.89318 0.86734 0.86948 0.81183 0.74357 0.95593 
F1-score 0.90654 0.95888 0.90075 0.90763 0.89085 0.97354 

LR = 90 
MCC 0.37968 0.32846 0.3206 0.32642 0.19887 0.19477 
Accuracy 0.82278 0.87146 0.86258 0.7722 0.75083 0.95788 
Precision 0.92963 0.9401 0.91699 0.91738 0.9415 0.97351 
FPR 0.28283 0.20784 0.33902 0.29243 0.35414 0.20727 
F1-score 0.93966 0.9096 0.92588 0.88758 0.95773 0.97702 
FNR 0.29076 0.28555 0.35242 0.30072 0.35255 0.18895 
Specificity 0.96147 0.90568 0.95449 0.90389 0.92655 0.97506 
NPV 0.95986 0.91655 0.90854 0.96304 0.9213 0.97361 
Sensitivity 0.93356 0.90995 0.93222 0.94652 0.96921 0.9798 
FDR 0.29183 0.22929 0.2925 0.31493 0.31199 0.19354 
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Figure 5 Analysis on HC + CME-TWO with traditional optimisation method concerning (a) FPR (b) FNR and (c) FDR (see online 
version for colours) 

 
(a) (b) 

 
(c) 

 
Figure 6 Convergence analysis (see online version for colours) 

 

Table 4 Analysis on conventional features and proposed 
optimisation method 

Metrics 
Proposed 
without 

optimisation 

Proposed 
without 
feature 

extraction 

Proposed 
with 

extant 
CNN 

features 

HC  
+ CME-TWO 

FDR 0.21256 0.33579 0.29339 0.20873 
Precision 0.95585 0.95466 0.92836 0.9698 
FNR 0.24485 0.3098 0.22225 0.1924 
Accuracy 0.72363 0.67506 0.75939 0.95593 
FPR 0.27996 0.2934 0.35911 0.18973 
Sensitivity 0.93649 0.91312 0.93654 0.9724 
F1-score 0.93648 0.92566 0.94518 0.97354 
MCC 0.30218 0.18865 0.27651 0.18809 
Specificity 0.91552 0.91837 0.93362 0.97099 
NPV 0.93657 0.90057 0.91629 0.97535 
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Table 5 Statistical analysis of HC + CME-TWO and existing models 

 Bi-LSTM NN LSTM DBN GRU HC  
+ SA-CSO 

HC  
+ PRO 

HC  
+ LA 

HC  
+ BFO 

HC  
+ SSO 

HC  
+ TWO 

HC  
+ CME-TWO 

Accuracy 

Mean 0.827 0.870 0.885 0.812 0.783 0.853 0.897 0.936 0.915 0.869 0.897 0.956 
Best 0.753 0.867 0.863 0.772 0.744 0.837 0.844 0.924 0.892 0.858 0.862 0.952 
Median 0.831 0.871 0.880 0.812 0.757 0.854 0.910 0.937 0.920 0.866 0.896 0.957 
Worst 0.893 0.871 0.919 0.853 0.872 0.867 0.925 0.945 0.928 0.888 0.932 0.958 
Std. dev. 0.058 0.002 0.025 0.033 0.060 0.013 0.036 0.009 0.016 0.013 0.029 0.003 

Sensitivity 

Mean 0.173 0.031 0.115 0.188 0.193 0.147 0.103 0.064 0.085 0.131 0.103 0.044 
Best 0.107 0.030 0.081 0.147 0.029 0.133 0.075 0.055 0.072 0.112 0.068 0.042 
Median 0.169 0.031 0.120 0.188 0.243 0.146 0.090 0.063 0.080 0.134 0.104 0.043 
Worst 0.247 0.034 0.137 0.228 0.256 0.163 0.156 0.076 0.108 0.142 0.138 0.048 
Std. dev. 0.058 0.002 0.025 0.033 0.110 0.013 0.036 0.009 0.016 0.013 0.029 0.003 

Specificity 

Best 0.922 0.910 0.932 0.924 0.904 0.914 0.920 0.904 0.920 0.919 0.914 0.972 
Mean 0.937 0.921 0.942 0.945 0.934 0.930 0.943 0.929 0.944 0.946 0.942 0.976 
Median 0.934 0.915 0.939 0.950 0.930 0.925 0.945 0.925 0.940 0.947 0.945 0.976 
Worst 0.959 0.945 0.958 0.954 0.969 0.955 0.962 0.962 0.976 0.971 0.963 0.980 
Std. dev. 0.016 0.016 0.011 0.014 0.029 0.018 0.018 0.027 0.023 0.022 0.022 0.003 

Precision 

Best 0.915 0.906 0.903 0.900 0.927 0.919 0.900 0.904 0.902 0.911 0.929 0.971 
Worst 0.961 0.976 0.954 0.967 0.976 0.948 0.928 0.968 0.960 0.941 0.972 0.978 
Mean 0.936 0.939 0.928 0.920 0.950 0.936 0.914 0.940 0.923 0.924 0.949 0.975 
Median 0.934 0.936 0.926 0.906 0.949 0.938 0.914 0.944 0.916 0.922 0.947 0.976 
Std. dev. 0.020 0.031 0.021 0.031 0.021 0.013 0.015 0.027 0.026 0.013 0.020 0.003 

FPR 

Best 0.910 0.924 0.917 0.910 0.932 0.916 0.909 0.901 0.913 0.901 0.904 0.969 
Worst 0.947 0.940 0.942 0.954 0.968 0.967 0.943 0.959 0.967 0.968 0.947 0.977 
Mean 0.931 0.931 0.929 0.927 0.944 0.933 0.925 0.927 0.941 0.944 0.924 0.972 
Median 0.934 0.930 0.928 0.923 0.938 0.924 0.924 0.925 0.941 0.954 0.923 0.972 
Std. dev. 0.016 0.007 0.013 0.019 0.016 0.023 0.014 0.031 0.024 0.031 0.017 0.004 

F1-score 

Best 0.193 0.208 0.229 0.257 0.191 0.211 0.295 0.226 0.198 0.226 0.257 0.183 
Worst 0.283 0.364 0.369 0.321 0.354 0.375 0.372 0.351 0.344 0.358 0.367 0.207 
Mean 0.238 0.309 0.298 0.293 0.292 0.280 0.335 0.276 0.266 0.288 0.323 0.193 
Median 0.238 0.332 0.297 0.296 0.311 0.267 0.336 0.263 0.260 0.284 0.333 0.191 
Std. dev. 0.042 0.069 0.066 0.027 0.070 0.079 0.033 0.057 0.063 0.072 0.053 0.010 

MCC 

Mean 0.930 0.915 0.906 0.904 0.913 0.930 0.921 0.896 0.945 0.931 0.933 0.973 
Best 0.907 0.887 0.898 0.888 0.891 0.882 0.892 0.881 0.893 0.909 0.892 0.964 
Median 0.929 0.906 0.900 0.900 0.902 0.933 0.915 0.896 0.962 0.932 0.933 0.975 
Worst 0.956 0.959 0.926 0.928 0.958 0.972 0.961 0.910 0.964 0.952 0.972 0.978 
Std. dev. 0.022 0.031 0.013 0.018 0.031 0.037 0.029 0.016 0.035 0.020 0.042 0.007 
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Table 5 Statistical analysis of HC + CME-TWO and existing models (continued) 

 Bi-LSTM NN LSTM DBN GRU HC  
+ SA-CSO 

HC  
+ PRO 

HC  
+ LA 

HC  
+ BFO 

HC  
+ SSO 

HC  
+ TWO 

HC  
+ CME-TWO 

FNR 

Mean 0.273 0.278 0.277 0.343 0.240 0.261 0.261 0.224 0.309 0.312 0.259 0.189 
Best 0.199 0.193 0.240 0.326 0.199 0.202 0.218 0.201 0.227 0.308 0.225 0.187 
Median 0.256 0.296 0.273 0.337 0.244 0.252 0.268 0.218 0.317 0.312 0.251 0.188 
Worst 0.380 0.328 0.321 0.372 0.272 0.337 0.290 0.257 0.373 0.317 0.309 0.195 
Std. dev. 0.077 0.061 0.038 0.020 0.037 0.059 0.031 0.024 0.064 0.004 0.041 0.004 

NPV 

Mean 0.013 0.130 0.057 0.009 0.016 0.636 0.726 0.660 0.781 0.652 0.646 0.901 
Best 0.000 0.101 0.006 0.002 0.003 0.566 0.584 0.121 0.712 0.622 0.429 0.893 
Median 0.015 0.123 0.070 0.010 0.014 0.639 0.760 0.827 0.787 0.641 0.695 0.903 
Worst 0.021 0.173 0.081 0.015 0.032 0.700 0.799 0.865 0.838 0.701 0.764 0.905 
Std. dev. 0.010 0.031 0.035 0.006 0.013 0.065 0.097 0.360 0.052 0.035 0.148 0.006 

FDR 

Median 0.338 0.314 0.306 0.289 0.319 0.237 0.291 0.242 0.295 0.267 0.273 0.191 
Best 0.291 0.214 0.255 0.213 0.229 0.219 0.200 0.209 0.281 0.198 0.244 0.189 
Mean 0.335 0.296 0.306 0.274 0.305 0.241 0.279 0.250 0.298 0.263 0.279 0.195 
Worst 0.373 0.343 0.359 0.304 0.353 0.274 0.336 0.306 0.320 0.323 0.324 0.211 
Std. dev. 0.034 0.061 0.057 0.042 0.056 0.025 0.060 0.042 0.016 0.052 0.034 0.010 

 
6.5 Feature analysis 
Table 4 depicts the analysis of HC + CME-TWO scheme 
over adopted model without optimisation, adopted model 
without feature extraction and adopted model with extant 
CNN features. From the results, the HC + CME-TWO have 
accomplished the better result than the adopted model 
without optimisation, adopted model without feature 
extraction and adopted model with extant CNN features. 
Moreover, the HC + CME-TWO method without feature 
extraction has revealed comparatively worst outputs than 
developed model without optimisation and developed  
model with extant CNN features. This demonstrates the 
enhancement of the feature extracting concept and proposed 
optimisation concept in the proposed work. 

6.6 Statistical analysis 
The metaheuristic schemes are stochastic and to prove 
better evaluation results, every model is examined 
numerous times to accomplish objective function. Table 5 
symbolises the statistical analysis of the proposed  
HC + CME-TWO method with extant models regarding 
accuracy. On observing the outcomes, for every scenario, 
the developed HC + CME-TWO scheme has attained  
high values for positive measures and low values for 
negative measures. The mean outcomes of suggested  
HC + CME-TWO approach holds (0.956) superior results 
than the traditional schemes which is 13.49%, 9.00%, 
7.43%, 15.06%, 18.10%, 10.77%, 6.17%, 2.09%, 4.29%, 
9.10% and 6.17% superior than BI-LSTM, NN, LSTM, 
DBN, GRU, HC + SA-CSO, HC + PRO, HC + LA,  

HC + BFO, HC + SSO and HC + TWO, respectively. 
Moreover, the proposed method for median holds (0.957) 
HC + CME-TWO method, which is 13.17%, 8.99%, 8.05%, 
15.15%, 20.90%, 10.76%, 4.91%, 2.09%, 3.87%, 9.51%, 
6.37% higher than the traditional models like BI-LSTM, 
NN, LSTM, DBN, GRU, HC + SA-CSO, HC + PRO,  
HC + LA, HC + BFO, HC + SSO and HC + TWO, 
respectively. Thus, the improvement of the adopted scheme 
was proven. 

7 Conclusions 
This research work introduces a novel model for identifying 
food ingredients. These features were then classified via 
hybrid classifiers that included NN and LSTM models. In 
particular, the weights of NN and LSTM were tuned in an 
optimal way using the CME-TWO model. Further, the 
performance of proposed model was evaluated over existing 
models like HC + SA-CSO, HC + PRO, HC + LA,  
HC + BFO, HC + SSO and HC + TWO concerning various 
metrics. From the, the developed HC + CME-TWO scheme 
has gained suitable values (high outputs for positive 
measures and low outputs for negative metrics) for  
every scenario. The mean outcomes of suggested  
HC + CME-TWO model has accomplished better outputs of 
(0.956) superior results than the traditional schemes which 
is 13.49%, 9.00%, 7.43%, 15.06%, 18.10%, 10.77%, 6.17%, 
2.09%, 4.29%, 9.10% and 6.17% superior than BI-LSTM, 
NN, LSTM, DBN, GRU, HC + SA-CSO, HC + PRO,  
HC + LA, HC + BFO, HC + SSO and HC + TWO. Further, 
the HC + CME-TWO have accomplished the better values 
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than the adopted model without optimisation, the developed 
model without feature extraction and proposed model with 
extant CNN features. The proposed method is useful in 
various applications, such as food management, and so on. 
The future concern of this research would be the plan  
of developing effective time analysis for improving 
effectiveness of food ingredient recognition. 
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Nomenclature 

Abbreviation Description 

BFO Butterfly optimisation 
BOW Bag of words 
CIMI Calculator of inadequate micronutrient intake 
CME-TWO Chebyshev map evaluated TWO 
CNN Convolutional neural network 
CSW-
WLFC 

Cauchy, generalised T-student, and wavelet 
kernel based Wu and Li index fuzzy clustering 

DBN Deep belief network 
DCNN Deep CNN 
FDR False discovery rate 
FNR False negative rate 
FPR False positive rate 
GRUs Gated recurrent units 
LA Lion algorithm 
LFI Lateral flow immunoassay 
LR Learning rate 
LSTM Long short-term memory 
MCC Matthews correlation coefficient 
NN Neural network 
NPV Negative predictive value 
PCR Polymerase chain reaction 
PRO Poor and rich optimisation 
SA-CSO Self-adaptive cat swarm optimisation 
SIFT Scale invariant – inverse document frequency 
SSO Shark smell optimisation 
TF-IDF Term frequency inverse document frequency 
TWO Team work optimisation 
WLM Whale-Levenberg Marquardt 

 


