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Abstract: The software-defined networking (SDN) is subject to a variety of 
adversarial assaults due to its logically centralised design. These assaults have 
the potential to damage the managed network’s performance, or perhaps bring 
it down in the worst-case scenario. As a result, SDN performance must be 
examined and estimated in order to determine its dependability, strength, and 
efficacy. This study aimed to increase SDN dependability, reliability, 
maintainability, availability, and metrics like MTBF and MTTF by boosting 
dependability, reliability, maintainability, and availability. The Markovian 
birth-death process is used to construct the system regulating the differential 
difference equation from the state transition diagram for modelling and 
analysis. The rates of repair and failure of each subsystem are exponentially 
distributed and statistically independent. For several subsystems of the system, 
the findings for dependability, reliability, maintainability, and availability, all 
of which are crucial to system performance, have been acquired and shown in 
figures and tables. The SDN’s performance was evaluated using the numerical 
data gathered. Furthermore, the results of this study reveal that the highest 
system performance and dependability may be achieved when the overall 
system failure rate is low. 
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1 Introduction 

Cloud computing enabled users to access computing resources on demand via the 
internet. It provides numerous advantages to businesses, including cost reduction, 
security, and data loss prevention. Despite its benefits, the cloud has drawbacks such as 
high latency, data theft, and the fact that it can only be used with an internet connection. 
Fog computing, on the other hand, employs edge devices to perform processing, storing, 
and communication with IoTs before routing it to the cloud via the internet. It solves the 
latency problem in the cloud because edge devices are closer to users, the distributed 
architecture makes it more secure, and enables many communication protocols, making 
failure rate very low. In addition to the demands of emerging IoT technologies; smart 
hospitals and intelligent transportation systems (ITS), all of which for processing and 
data exchange need ultra-low latency. Fog computing is a novel approach that aims to 
satisfy the needs. 

In the aforementioned delay-sensitive applications, data processing latency is greatly 
reduced by addressing computing needs in fog nodes rather than transmitting huge 
volumes of data to the cloud. As promising as fog computing appears to be, fog nodes 
can be easily overwhelmed in a busy location with a plethora of IoTs; hence, fog-to-fog 
collaboration idea is established to achieve minimal latency for delay sensitive requests. 

When a node is overburdened or unable to process user requests, it can collaborate 
with a neighbouring node to accomplish the task through service offloading. The two 
major decisions in service offloading are: the tasks to be offloaded and where to offload. 
The latter is particularly significant because it impacts the system’s quality of service 
(QoS). The offloading destination on the other hand, is chosen using either static or 
dynamic approaches. A dedicated offloading node is selected in advance for each node in 
static method, while a favourable offloading node within the system’s available fog nodes 
depending on real-time status is selected in the dynamic approach. There are two 
approaches to the dynamic method: centralised and distributed. A central controller 
choses the offloading node in centralised method, whereas nodes share status report, such 
that overloaded node selects the offloading node itself in distributed method. 

Despite the benefits of distributed approaches, some researchers continue to use 
centralised approaches to address specific issues. For example, software defined 
networking (SDN) promise of guaranteed bandwidth and minimal latency due to its 
knowledge of network topology entices researchers to use centralise SDN approach to 
provide latency-related solutions. 
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However, the fact that fog collaboration otherwise referred to as federation of fog 
nodes is a new trend in fog computing research, hence there are still not many studies, 
there is need to study the reliability analysis of the fog collaboration architectures 
introduced. 

RAMD is a logistical technique for assessing the strength, effectiveness, and 
performance of equipment at various levels. It ensures system safety and operation 
problems and identifies which of the system’s units, components, or subsystems require 
adequate maintenance. Reliability, availability, maintainability and dependability 
(RAMD) management is critical to a company’s success. These four measures of system 
strength, effectiveness, and performance can be used to forecast system speed, product 
quality, and volume production output. 

The paper is organised as follows: Section 2 provide detailed literature review of 
RAMD models. Materials and methodology of the study are contained in Section 3. 
Section 4 provides the SDN description. Formulations of the RAMD models are provided 
in Section 5. The results of our formulations are presented in Section 6 and paper 
concluded in Section 7. 

2 Literature review 

Researchers have used a variety of approaches to assess reliability measures in the 
literature. Das et al. (2020) proposed a technique for estimating the reliability of 
computational grid. Deepakraj and Raja (2021) developed Markov chain optimisation 
technique for performance measure of residual energy, energy consumption and delay for 
routing efficiency in wireless sensor. 

Rani and Suri (2021) present stochastic measure in grid computing based on 
probabilistic scheduling approach. Saini et al. (2021) developed models for availability 
analysis of data centre using Markovian birth-death process. Tyagi et al. (2022) 
developed reliability models for performance study and effectiveness of open source 
software system. 

The research reviewed above identified several methods for improving the SDN’s 
functionality. It is clear that a significant amount of research has been done in the 
direction of SDN Fog collaboration. According to the literature review in Table 1, 
nothing is known about RAMD in fog-to-fog collaboration utilising SDN in terms of 
dependability and performance evaluation. Nonetheless, new models with a substantiated 
and sufficient assessment is obliged. As a result, an attempt has been made in this paper 
to examine fog-to-fog collaboration utilising SDN in terms of RAMD. To the authors’ 
little knowledge, no RAMD in fog-to-fog collaboration utilising SDN. As a consequence, 
the current study was intended to fill a research gap. 
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Table 1 Brief review on RAMD 

 Au
th

or
 

Ye
ar

 
Re

lia
bi

lit
y 

m
et

ri
c 

st
ud

ie
d 

O
bj

ec
tiv

e/
fin

di
ng

 
M

et
ho

do
lo

gy
 

A
gg

ar
w

al
 e

t a
l. 

(2
01

7)
 

RA
M

D
 

To
 id

en
tif

y 
th

e 
cr

iti
ca

l c
om

po
ne

nt
 o

f t
he

 sy
ste

m
 

M
ar

ko
vi

an
 b

irt
h-

de
at

h 
A

gg
ar

w
al

 e
t a

l. 
(2

01
6)

 
RA

 
To

 e
nh

an
ce

 th
e 

pr
od

uc
tiv

ity
 o

f s
ki

m
 m

ilk
 p

ow
de

r s
ys

te
m

 
M

ar
ko

v 
bi

rth
-d

ea
th

 p
ro

ce
ss

 
A

gg
ar

w
al

 e
t a

l. 
(2

01
5)

 
RA

M
D

 
To

 m
ea

su
re

 a
nd

 im
pr

ov
e 

th
e 

pe
rfo

rm
an

ce
 o

f s
ki

m
 m

ilk
 p

ow
de

r p
ro

du
ct

io
n 

sy
ste

m
 o

f a
 d

ai
ry

 
pl

an
t u

nd
er

 re
al

 w
or

ki
ng

 c
on

di
tio

ns
/c

hi
lle

r a
nd

 c
re

am
 se

pa
ra

to
r i

s t
he

 m
os

t c
rit

ic
al

 fr
om

 
m

ai
nt

en
an

ce
 p

oi
nt

 o
f v

ie
w

 

M
ar

ko
v 

bi
rth

-d
ea

th
 p

ro
ce

ss
 

K
um

ar
 e

t a
l. 

(2
02

2)
 

RA
M

D
 

Ce
nt

rif
ug

al
 p

um
p 

an
d 

po
w

er
 su

pp
ly

 u
ni

ts 
ar

e 
th

e 
m

os
t c

rit
ic

al
 c

om
po

ne
nt

s a
s f

ar
 a

s 
re

lia
bi

lit
y 

an
d 

m
ai

nt
ai

na
bi

lit
y 

as
pe

ct
s 

M
ar

ko
vi

an
 b

irt
h-

de
at

h 

Co
rv

ar
o 

et
 a

l. 
(2

01
7)

 
RA

M
 

A
ss

es
sin

g 
th

e 
op

er
at

io
na

l p
er

fo
rm

an
ce

 o
f a

 re
ci

pr
oc

at
in

g 
co

m
pr

es
so

r s
ys

te
m

 p
ac

ka
ge

 
in

sta
lle

d 
an

d 
us

ed
 in

 th
e 

oi
l a

nd
 g

as
’ i

nd
us

tri
es

 
 

Ch
ou

dh
ar

y 
et

 a
l. 

(2
01

9)
 

RA
M

 
Cr

iti
ca

l s
ub

sy
ste

m
 fr

om
 a

n 
av

ai
la

bi
lit

y 
po

in
t o

f v
ie

w
 

M
ar

ko
vi

an
 b

irt
h-

de
at

h 
D

ah
iy

a 
et

 a
l. 

(2
01

9)
 

RA
M

 
To

 e
va

lu
at

e 
th

e 
pe

rfo
rm

an
ce

 o
f t

he
 su

ga
r p

la
nt

 
M

ar
ko

vi
an

 b
irt

h-
de

at
h 

G
ar

g 
(2

01
4)

 
RA

M
 

Fo
r f

in
di

ng
 th

e 
cr

iti
ca

l c
om

po
ne

nt
 o

f t
he

 sy
ste

m
 w

hi
ch

 a
ffe

ct
s t

he
 sy

ste
m

 p
er

fo
rm

an
ce

 
PS

O
 a

nd
 fu

zz
y 

m
et

ho
do

lo
gy

 
G

oy
al

 e
t a

l. 
(2

01
9)

 
RA

M
D

 
To

 a
na

ly
se

 th
e 

pe
rfo

rm
an

ce
 

M
ar

ko
vi

an
 b

irt
h–

de
at

h 
pr

oc
es

s 
G

up
ta

 e
t a

l. 
(2

02
1)

 
RA

M
D

 
To

 fi
nd

 c
rit

ic
al

 c
om

po
ne

nt
 o

f s
ys

te
m

 so
 th

at
 p

ro
pe

r m
ai

nt
en

an
ce

 st
ra

te
gi

es
 

M
ar

ko
vi

an
 b

irt
h–

de
at

h 
pr

oc
es

s 
Ja

gt
ap

 e
t a

l. 
(2

02
1)

 
RA

M
 

Th
e 

bo
ile

r f
ee

d 
pu

m
p 

af
fe

ct
s t

he
 sy

ste
m

 a
va

ila
bi

lit
y 

at
 m

os
t, 

w
hi

le
 th

e 
fa

ilu
re

 o
f d

ea
er

at
or

 
af

fe
ct

s i
t l

ea
st.

  
Pa

rti
cl

e 
sw

am
p 

op
tim

isa
tio

n 
(P

SO
) 

Ja
kk

ul
a 

et
 a

l. 
(2

02
2)

 
RA

M
 

Es
tim

at
io

n 
of

 th
e 

pe
rfo

rm
an

ce
 o

f t
he

 e
qu

ip
m

en
t 

M
ar

ko
vi

an
 b

irt
h-

de
at

h 
K

um
ar

 e
t a

l. 
(2

01
7)

 
RA

 
To

 e
va

lu
at

e 
va

rio
us

 re
lia

bi
lit

y 
m

ea
su

re
s l

ik
e 

av
ai

la
bi

lit
y,

 re
lia

bi
lit

y,
 m

ea
n 

tim
e 

to
 fa

ilu
re

 a
nd

 
pr

of
it 

fu
nc

tio
n 

su
pp

le
m

en
ta

ry
 v

ar
ia

bl
e 

te
ch

ni
qu

e,
 

La
pl

ac
e 

tra
ns

fo
rm

at
io

n 
an

d 
 

G
um

be
l-H

ou
ga

ar
d 

fa
m

ily
 o

f c
op

ul
a 

K
um

ar
 a

nd
 

Te
w

ar
i 

(2
01

8)
 

RA
M

 
In

ve
sti

ga
te

s t
he

 v
ar

io
us

 fa
ct

or
s w

hi
ch

 in
flu

en
ce

 th
e 

ov
er

al
l a

va
ila

bi
lit

y 
of

 th
e 

m
an

uf
ac

tu
rin

g 
pl

an
t 

Re
vi

ew
 

K
um

ar
 e

t a
l. 

(2
02

0a
) 

 
In

ve
sti

ga
te

 th
e 

av
ai

la
bi

lit
y 

an
d 

pr
of

it 
of

 p
ow

er
 g

en
er

at
io

n 
sy

ste
m

s e
sta

bl
ish

ed
 in

 se
w

ag
e 

tre
at

m
en

t p
la

nt
s 

 



   

 

   

   
 

   

   

 

   

    RAMD approach to performance estimation of fog-to-fog collaboration 39    
 

    
 
 

   

   
 

   

   

 

   

       
 

Table 1 Brief review on RAMD (continued) 
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3 Material and methods 

3.1 Reliability function 

The chance that a system/machine will be up and running throughout a period of time t is 
defined as reliability. Thus, reliability R(t) = Pr{T > t}, where T is the time when the 
system is down and not running with R(t) ≥ 0, R(t) = 1. [For a full description, see 
Ebeling (2000)]. Thus, 

( )0 0( )
∞

= 
t

R t f t dt  (1) 

and 

( ) −= λtR t e  (2) 

for exponentially distributed rate of failure 

3.2 Availability function 

Ebeling (2000) defined availability as the follows: 

( ) lim ( )= =
+

MTBFA t A T
MTBF MTTR

 (3) 

3.3 Maintainability 

According to Ebeling (2000), system maintainability is defined as: 

( )( ) ( ) 1 1
− −= ≤ = − = −

t
MTTR μtM t P T t e e  (4) 

where μ is the constant system’s repair rate. 

3.4 Dependability 

Dependability is a metric given by 

( )log( )/ 1 log( )/ 1
min

11
1

− − − − = − − − 
d d d d dD e e

d
 (5) 

where 

= =μ MTBFd
θ MTTR

 (6) 
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3.5 MTBF 

The average time between the failures is known as MTBF. It is usually expressed in 
hours. As the MTBF increases, so does the system’s reliability. The MTBF is given by 

0 0

1( ) .
∞ ∞

−= = =  θtMTBF R t dt e dt
θ

 (7) 

3.6 MTTR 

The reciprocal of the system repair rate is specified as MTTR given by 
1−=MTTR μ  (8) 

where μ is the system’s repair rate. 

3.7 Exponential distribution 

A random variable X is said to obey an exponential distribution with parameter θ > 0, if 
its probability density function is given by: 

, if 0   
( , )

0, otherwise

− ≥
= 


θxθe x
f x θ  (9) 

3.8 Constant failure rate 

The constant hazard rate function can be written as follows: 

0
( ) ( )

∞
= F t f t dt  (10) 

where θ is constant with probability density function, with F(t) = 1 – e–θt and R(t) = e–θt. 

4 Description of the proposed SDN 

The system is depicted as having three controllers, a supervisor controller and two local 
controllers. The supervisor controller manages the load among the two local controllers, 
in other words it makes collaboration possible. The switches s1 to s8 located on different 
levels are used for data forwarding between the fog nodes. Node 1 to node 8 denotes the 
available fog nodes considered, which may seek to collaborate with one another. 
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Figure 1 Reliability block diagram of SDN (see online version for colours) 

 

Figure 2 Transition diagram of SDN (see online version for colours) 
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5 RAMD models formulation 

In this section, Markov birth-death process is used develop the Chapman-Kolmogorov 
differential equations through the transition diagram in Figure 2 of each subsystem. 

5.1  Notations 

t variable representing time 

η1 and δ1 stand for rate of failure and repair of unit in subsystem 1 

η2 and δ2 stand for rate of failure and repair of unit in subsystem 2 

η3 and δ3 stand for rate of failure and repair of unit in subsystem 3 

η4 and δ4 stand for rate of failure and repair of unit in subsystem 4 

η5 and δ5 stand for rate of failure and repair of unit in subsystem 5 

η6 and δ6 stand for rate of failure and repair of unit in subsystem 6 
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hk(t) stand for probability that the system sojourn in state Sk, k = 0, 1, 2, 3, 4, 5, 6, 
7. 

= k
k

k

η
δ

ϑ  

5.2 RAMD formulation of subsystem A 

Subsystem A consists of eight identical nodes running in active parallel having the same 
rate of failure and repair. System failure with respect of subsystem A occurs whenever 
the entire nodes failed. With n = 8 and k = 1, the system of first order differential 
difference equation using Figure 2 are: 

0 1 0 1 1( ) 8 ( ) ( )= − +d h t η h t δ h t
dt

 (11) 

( )1 1 1 1 1 0 1 2( ) 7 ( ) 8 ( ) ( )= − + + +d h t η δ h t η h t δ h t
dt

 (12) 

( )2 1 1 1 1 1 1 3( ) 6 ( ) 7 ( ) ( )= − + + +d h t η δ h t η h t δ h t
dt

 (13) 

( )3 1 1 3 1 2 1 4( ) 5 ( ) 6 ( ) ( )= − + + +d h t η δ h t η h t δ h t
dt

 (14) 

( )4 1 1 4 1 3 1 5( ) 4 ( ) 5 ( ) ( )= − + + +d h t η δ h t η h t δ h t
dt

 (15) 

( )5 1 1 5 1 4 1 6( ) 3 ( ) 4 ( ) ( )= − + + +d h t η δ h t η h t δ h t
dt

 (16) 

( )6 1 1 6 1 5 1 7( ) 2 ( ) 3 ( ) ( )= − + + +d h t η δ h t η h t δ h t
dt

 (17) 

( )7 1 1 7 1 6 1 8( ) ( ) 2 ( ) ( )= − + + +d h t η δ h t η h t δ h t
dt

 (18) 

8 1 8 1 7( ) ( ) ( )= − +d h t δ h t η h t
dt

 (19) 

Solving (11) to (19) in steady state to obtain the following state probabilities 

1 1 0( ) 8 ( )=h t h tϑ  (20) 

2
2 01( ) 56 ( )=h t h tϑ  (21) 

3
3 01( ) 336 ( )=h t h tϑ  (22) 

4
4 01( ) 1680 ( )=h t h tϑ  (23) 

5
5 01( ) 6720 ( )=h t h tϑ  (24) 
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6
6 01( ) 20160 ( )=h t h tϑ  (25) 

7
7 01( ) 40320 ( )=h t h tϑ  (26) 

8
8 01( ) 40320 ( )=h t h tϑ  (27) 

The normalising condition for this analysis is, 

0 1 2 3 4 5 6 7 8( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) 1∞ + ∞ + ∞ + ∞ + ∞ + ∞ + ∞ + ∞ + ∞ =h h h h h h h h h  (28) 

substituting (20)–(27) in (28) to obtain the initial probability below 

0 2 3 4 5
1 1 1 1 1

6 7 8
1 1 1

1( )
1 8 56 336 1680 6720

20160 40320 40320

∞ =
+ + + + + 

 
+ + + 

h
ϑ ϑ ϑ ϑ ϑ

ϑ ϑ ϑ

 (29) 

The availability of subsystem A is 

1 0 1 2 3 4 5 6 7( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )∞ = ∞ + ∞ + ∞ + ∞ + ∞ + ∞ + ∞ + ∞A h h h h h h h hϑ  (30) 

Substituting (20)–(29) in (30), the expression for the availability of subsystem A in (30) 
is 

2 3 4 5 6 7
1 1 1 1 1 1 1

1 2 3 4 5 6
1 1 1 1 1 1

7 8
1 1

1 8 56 336 1680 6720 20160 40320( )
1 8 56 336 1680 6720 20160

40320 40320

+ + + + + + +∞ =
+ + + + + +

+ +

Aϑ
ϑ ϑ ϑ ϑ ϑ ϑ ϑ

ϑ ϑ ϑ ϑ ϑ ϑ
ϑ ϑ

 (31) 

From equations (2)–(8), the reliability, maintainability, dependability ratio and 
dependability of subsystem A are listed below 

11( ) −= η tR t eϑ  (32) 

11( ) 1 −= − η tM t eϑ  (33) 

For the subsystem A 

1.2 48
0.025

= =d  (34) 

Substituting (58) into (56) we’ve 

( )48 48 48
1 48 1 48 1

11 0.980814
48 1

− −
− −

 = − =  −− 
Ln LnD e eϑ  (35) 

5.3 RAMD formulation of subsystem B 

Subsystem B consists of four identical switches running in active parallel having the 
same rate of failure and repair. System failure with respect of subsystem B occurs 
whenever the entire switch failed. With n = 4 and k = 2, the system of first order 
differential difference equation using Figure 2 are: 
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0 2 0 2 1( ) 4 ( ) ( )= − +d h t η h t δ h t
dt

 (36) 

( )1 2 2 1 2 0 2 2( ) 3 ( ) 4 ( ) ( )= − + + +d h t η δ h t η h t δ h t
dt

 (37) 

( )2 2 2 2 2 1 2 3( ) 2 ( ) 2 ( ) ( )= − + + +d h t η δ h t η h t δ h t
dt

 (38) 

( )3 2 2 3 2 2 2 4( ) ( ) 2 ( ) ( )= − + + +d h t η δ h t η h t δ h t
dt

 (39) 

4 2 4 2 3( ) ( ) ( )= − +d h t δ h t η h t
dt

 (40) 

Solving (36) to (40) in steady state to obtain the following state probabilities 

1 2 0( ) 4 ( )∞ = ∞h hϑ  (41) 

2
2 02( ) 12 ( )∞ = ∞h hϑ  (42) 

3
3 02( ) 24 ( )∞ = ∞h hϑ  (43) 

4
4 02( ) 24 ( )∞ = ∞h hϑ  (44) 

The normalising condition for this analysis is, 

0 1 2 3 4( ) ( ) ( ) ( ) ( ) 1∞ + ∞ + ∞ + ∞ + ∞ =h h h h h  (45) 

Using (41)–(44) in (48) to obtain the initial probability below 

( )0 2 3 4
2 2 2 2

1( )
1 4 12 246 24

∞ =
+ + + +

h
ϑ ϑ ϑ ϑ

 (46) 

The availability of subsystem B is 

2 0 1 2 4( ) ( ) ( ) ( ) ( )∞ = ∞ + ∞ + ∞ + ∞A h h h hϑ  (47) 

Substituting (41)–(45) and (46) in (47), the expression for the availability of subsystem B 
is 

2 3
2 2 2

2 2 3 4
2 2 2 2

1 4 12 24( )
1 4 12 24 24

+ + +∞ =
+ + + +

Aϑ
ϑ ϑ ϑ

ϑ ϑ ϑ ϑ
 (48) 

From equations (2)–(8), the reliability, maintainability, dependability ratio and 
dependability of subsystem B are 

22 ( ) −= η tR t eϑ  (49) 

2 2( ) 1 −= − η tM t eϑ  (50) 

0.82 164
0.005

= =d  (51) 
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( )164 164 164
2 164 1 164 1

11 0.994428
164 1

− −
− −

 = − =  −− 
Ln Ln

SD e e  (52) 

5.4 RAMD formulation of subsystem C 

Subsystem C consists of two identical switches running in active parallel having the same 
rate of failure and repair. System failure with respect of subsystem C occurs whenever 
the entire switch failed. With n = 2 and k = 3, the system of first order differential 
difference equation using Figure 2 are: 

0 3 0 3 1( ) 2 ( ) ( )= − +d h t η h t δ h t
dt

 (53) 

( )1 3 3 1 3 0 3 2( ) ( ) 2 ( ) ( )= − + + +d h t η δ h t η h t δ h t
dt

 (54) 

2 3 3 3 2( ) ( ) ( )= − +d h t δ h t η h t
dt

 (55) 

Solving (53) to (55) in steady state to obtain the following state probabilities 

1 3 0( ) 2 ( )∞ = ∞h hϑ  (56) 

2
2 03( ) 2 ( )∞ = ∞h hϑ  (57) 

The normalising condition for this analysis is, 

0 1 2( ) ( ) ( ) 1∞ + ∞ + ∞ =h h h  (58) 

Using (56)–(57) in (58) to obtain the initial probability below 

( )0 2
3 3

1( )
1 2 2

∞ =
+ +

h
ϑ ϑ

 (59) 

The availability of subsystem C is 

3 0 1( ) ( ) ( )∞ = ∞ + ∞A h hϑ  (60) 

Substituting (56)–(57) and (59) in (60), the expression for the availability of subsystem C 
is 

3
3 2

3 3

1 2( )
1 2 2

+∞ =
+ +

Aϑ
ϑ

ϑ ϑ
 (61) 

From equations (2)–(8), the reliability, maintainability, dependability ratio and 
dependability of subsystem C are 

3 3( ) −= η tR t eϑ  (62) 

3 3( ) 1 −= − η tM t eϑ  (63) 
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0.78 211
0.0037

= =d  (64) 

( )211 211 211
3 211 1 211 1

11 0.995380
211 1

− −
− −

 = − =  −− 
Ln Ln

SD e e  (67) 

5.5 RAMD formulation of subsystem D 

Subsystem D consists of two identical controllers running in active parallel having the 
same rate of failure and repair. System failure with respect of subsystem D occurs 
whenever the entire controllers failed. With n = 2 and k = 4, the system of first order 
differential difference equation using Figure 2 are: 

0 4 0 4 1( ) 2 ( ) ( )= − +d h t η h t δ h t
dt

 (68) 

( )1 4 4 1 4 0 4 2( ) ( ) 2 ( ) ( )= − + + +d h t η δ h t η h t δ h t
dt

 (69) 

2 4 2 4 1( ) ( ) ( )= − +d h t δ h t η h t
dt

 (70) 

Solving (68) to (70) in steady state to obtain the following state probabilities 

1 4 0( ) 2 ( )∞ = ∞h hϑ  (71) 

2
2 04( ) 2 ( )∞ = ∞h hϑ  (72) 

The normalising condition for this analysis is, 

0 1 2( ) ( ) ( ) 1∞ + ∞ + ∞ =h h h  (73) 

Using (71)–(72) in (73) to obtain the initial probability below 

( )0 2
4 4

1( )
1 2 2

∞ =
+ +

h
ϑ ϑ

 (74) 

The availability of subsystem D is 

4 0 1( ) ( ) ( )∞ = ∞ + ∞A h hϑ  (75) 

Substituting (71)–(72) and (74) in (75), the expression for the availability of subsystem D 
is 

4
4 2

4 4

1 2( )
1 2 2

+∞ =
+ +

Aϑ
ϑ

ϑ ϑ
 (76) 

From equations (2)–(8), the reliability, maintainability, dependability ratio and 
dependability of subsystem D are 

44 ( ) −= η tR t eϑ  (77) 
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4 4( ) 1 −= − η tM t eϑ  (78) 

0.29 59
0.0047

= =d  (79) 

( )59 59 59
4 59 1 59 1

11 0.984202
59 1

− −
− −

 = − =  −− 
Ln Ln

SD e e  (80) 

5.6 RAMD formulation of subsystem E 

Subsystem E consists of one switch. System failure with respect of subsystem E occurs 
whenever the switch failed. With n = 2 and k = 5, the system of first order differential 
difference equation using Figure 2 are: 

0 5 0 5 1( ) ( ) ( )= − +d h t η h t δ h t
dt

 (81) 

1 5 1 5 0( ) ( ) ( )= − +d h t δ h t η h t
dt

 (82) 

Solving (81) to (82) in steady state to obtain the following state probabilities 

1 5 0( ) ( )∞ = ∞h hϑ  (83) 

The normalising condition for this analysis is, 

0 1( ) ( ) 1∞ + ∞ =h h  (84) 

Substituting (83) in (84) to give 

( )0
5

1( )
1

∞ =
+

h
ϑ

 (85) 

The availability of subsystem E is 

5 0
5

1( )
1

= ∞ =
+

A hϑ ϑ
 (86) 

From equations (2)–(8), the reliability, maintainability, dependability ratio and 
dependability of subsystem E are 

55 ( ) −= η tR t eϑ  (87) 

5 5( ) 1 −= − η tM t eϑ  (88) 

0.38 53
0.0072

= =d  (89) 

( )53 53 53
5 53 1 53 1

11 0.982519
53 1

− −
− −

 = − =  −− 
Ln Ln

SD e e  (90) 
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5.7 RAMD formulation of subsystem F 

Subsystem F consists of one supervisor controller. System failure with respect of 
subsystem F occurs whenever the supervisor controller failed. With n = 1 and k = 6, the 
system of first order differential difference equation using Figure 2 are: 

0 6 0 6 1( ) ( ) ( )= − +d h t η h t δ h t
dt

 (90) 

2 6 2 6 1( ) ( ) ( )= − +d h t δ h t η h t
dt

 (91) 

Solving (90) to (91) in steady state to obtain the following state probabilities 

1 6 0( ) ( )∞ = ∞h hϑ  (92) 

With normalising condition 

0 1( ) ( ) 1∞ + ∞ =h h  (93) 

Substituting (92) in (93) to give 

( )0
6

1( )
1

∞ =
+

h
ϑ

 (94) 

The expression of availability for subsystem F is 

6 0
6

1( )
1

= ∞ =
+

A hϑ ϑ
 (95) 

From equations (2)–(8), the reliability, maintainability, dependability ratio and 
dependability of subsystem F are 

66 ( ) −= η tR t eϑ  (96) 

6 6( ) 1 −= − η tM t eϑ  (97) 

0.46 90
0.0051

= =d  (98) 

( )90 90 90
6 90 1 90 1

11 0.989437
90 1

− −
− −

 = − =  −− 
Ln Ln

SD e e  (99) 

6 Results and discussion 

The following set of parameter values arbitrarily chosen are used in this section to 
compute RAMD of both subsystems and entire system: δ1 = 0.025, δ2 = 0.005,  
δ3 = 0.0037, δ4 = 0.0049, δ5 = 0.0072, δ6 = 0.0051, η1 = 1.2, η2 = 0.82, η3 = 0.78,  
η4 = 0.29, η5 = 1.38 and η6 = 0.46. 
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Since the system under study is series-parallel, maintainability availability, 
dependability and reliability, of the system are 

8

1

( )
=

= ∏system k
k

R R tϑ  (100) 

8

1

( )
=

∞ = ∏ k
k

A Aϑ ϑ  (101) 

( )
8 8

( )

1 1

( ) 1 −

= =

= = −∏ ∏ kη t
system k

k k

M t M eϑ  (102) 

8

1=

= ∏System k
k

D Dϑ  (103) 

System dependability which is the product of the dependability of its constituent 
components is calculated below: 

6

1

0.928886
=

= =∏System k
k

D Dϑ  

Table 2 System performance metrics  

RAMD indices of subsystems Subsystem A Subsystem B Subsystem C Subsystem D 
Reliability e–0.001t e–0.002t e–0.003t e–0.004t 
Maintainability 1 – e–9.6t 1 – e–3.3t 1 – e–1.6t 1 – e–0.6t 
Availability 0.896236 0.975760 0.996434 0.976473 
MTBF 5.000 50.000 135.135 102.041 
MTTR 0.1042 0.3049 0.6410 1.7241 
Dependability 0.980814 0.994428 0.995380 0.984202 
Dependability ratio 47.985 163.988 210.819 59.185 
RAMD indices of subsystems Subsystem E Subsystem F System 
Reliability e–0.01t e–0.004t e–0.01t 
Maintainability 1 – e–0.4t 1 – e–0.55t 1 – e–5t 
Availability 0.986810 0.974636 0.818371 
MTBF 138.889 196.078 627.143 
MTTR 2.6316 2.1739 7.5797 
Dependability 0.982519 0.989437 0.928886 
Dependability ratio 52.777 90.196  

Table 3 shows that the reliability of the overall system for 20 days is 0.006806, while the 
probability of subsystems for time t = 20 days is Rs1(t) = 0.018316, Rs2(t) = 0.670320, 
Rs3(t) = 0.862431, Rs4(t) = 0.822012, Rs5(t) = 0.865888, Rs6(t) = 0.903030, respectively. 
As indicated in table 16, the chance of satisfactory maintenance and repair being 
completed within 20 days is 1.00000, and the related subsystems maintainability  
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values are Ms1(t) = 1.00000, Ms2(t) = 1.00000, Ms3(t) = 1.00000, Ms4(t) = 0.99991,  
Ms5(t) = 0.99949, and Ms6(t) = 0.99989. In comparison to the reliability of other 
subsystems, subsystem 1’s reliability is extremely low at any given time. As seen in 
Table 3, this has a significant impact on the overall system reliability. The sensitivity of 
subsystem 1 can also be evident in its availability and dependability which are low when 
compared with the availability and dependability of other subsystems. Table 1 depicts 
this. These analyses suggest that subsystem 1 is the most vulnerable (sensitive) which 
necessitates a great deal of attention and strict maintenance policies. 

The variance in system reliability due to subsystem failure rates is shown in  
Tables 5, 6, 7, 8, and 9. We can see from these tables that subsystem 1 is quite sensitive 
to failure rate. These tables also show that subsystem 2, which has the lowest failure rates 
among the six subsystems, provides the most system reliability. This analysis can be used 
to defend the fact that optimal system reliability and dependability can be attained when 
the total system failure rate is low. 
Table 3 Reliability of the individual subsystems against time 

Time (in days) Rs1(t) Rs2(t) Rs3(t) Rs4(t) Rs5(t) Rs6(t) Rsys(t) 
0 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 
10 0.135335 0.818731 0.928672 0.906649 0.930531 0.950278 0.082496 
20 0.018316 0.670320 0.862431 0.822012 0.865888 0.903030 0.006806 
30 0.002479 0.548812 0.800915 0.745276 0.805735 0.858130 0.000561 
40 0.000335 0.449329 0.743787 0.675704 0.749762 0.815462 0.000046 
50 0.000045 0.367879 0.690734 0.612626 0.697676 0.774916 0.000004 
60 0.000006 0.301194 0.641465 0.555437 0.649209 0.736387 0.000001 
70 0.000001 0.246597 0.595711 0.503586 0.604109 0.699772 0.000000 
80 0.000000 0.201897 0.553220 0.456576 0.562142 0.664979 0.000000 
90 0.000000 0.165299 0.513760 0.413954 0.523091 0.631915 0.000000 
100 0.000000 0.135335 0.477114 0.375311 0.486752 0.600496 0.000000 

Table 4 Reliability of the system and subsystem A against time for different values of  

Time (in days) 
System  Subsystem A 

δ1 = 0.003 δ1 = 0.004 δ1 = 0.003 δ1 = 0.004 
0 1.000000 1.000000  1.000000 1.000000 
10 0.591555 0.585669  0.970446 0.960789 
20 0.349938 0.343009  0.941765 0.923116 
30 0.207008 0.200890  0.913931 0.886920 
40 0.122456 0.117655  0.886920 0.852144 
50 0.072440 0.068907  0.860708 0.818731 
60 0.042852 0.040357  0.835270 0.786628 
70 0.025349 0.023636  0.810584 0.755784 
80 0.014996 0.013843  0.786628 0.726149 
90 0.008871 0.008108  0.763379 0.697676 
100 0.005248 0.004748  0.740818 0.670320 
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Table 5 Variation in reliability of system due to variation in failure rate of subsystem B 

Time (in days) 
System  Subsystem 2 

δ2 = 0.001 δ2 = 0.002 δ2 = 0.001 δ2 = 0.002 
0 1.000000 1.000000  1.000000 1.000000 
10 0.099759 0.098766  0.990050 0.980199 
20 0.009952 0.009755  0.980199 0.960789 
30 0.000993 0.000963  0.970446 0.941765 
40 0.000099 0.000095  0.960789 0.923116 
50 0.000012 0.000011  0.951229 0.904837 
60 0.000010 0.000001  0.941765 0.886920 
70 0.000001 0.000000  0.932394 0.869358 
80 0.000000 0.000000  0.923116 0.852144 
90 0.000000 0.000000  0.913931 0.835270 
100 0.000000 0.000000  0.904837 0.818731 

Table 6 Variation in reliability of system due to variation in failure rate of subsystem C 

Time (in days) 
System  Subsystem 3 

δ3 = 0.006 δ3 = 0.007 δ3 = 0.006 δ3 = 0.007 
0 1.000000 1.000000  1.000000 1.000000 
10 0.083660 0.082827  0.941765 0.932394 
20 0.006999 0.006860  0.886920 0.869358 
30 0.000586 0.000568  0.835270 0.810584 
40 0.000049 0.000047  0.786628 0.755784 
50 0.0000041 0.000004  0.740818 0.704688 
60 0.0000030 0.000001  0.697676 0.657047 
70 0.0000004 0.000000  0.657047 0.612626 
80 0.0000001 0.000000  0.618783 0.571209 
90 0.0000000 0.000000  0.582748 0.532592 
100 0.0000000 0.000000  0.548812 0.496585 

Table 7 Variation in reliability of system due to variation in failure rate of subsystem D 

Time (in days) 
System  Subsystem 4 

δ4 = 0.0075 δ4 = 0.0085 δ4 = 0.0075 δ4 = 0.0085 
0 1.000000 1.000000  1.000000 1.000000 
10 0.084416 0.083576  0.927743 0.918512 
20 0.007126 0.006985  0.860708 0.843665 
30 0.000602 0.000584  0.798516 0.774916 
40 0.000051 0.000049  0.740818 0.711770 
50 0.000004 0.000004  0.687289 0.653770 
60 0.000001 0.000000  0.637628 0.600496 
70 0.000000 0.000000  0.591555 0.551563 
80 0.000000 0.000000  0.548812 0.506617 
90 0.000000 0.000000  0.509156 0.465334 
100 0.000000 0.000000  0.472366 0.427415 
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Table 8 Variation in reliability of system due to variation in failure rate of subsystem E 

Time (in days) 
System  Subsystem 5 

δ5 = 0.009 δ5 = 0.0010 δ5 = 0.009 δ5 = 0.010 
0 1.000000 1.000000  1.000000 1.000000 
10 0.081025 0.080219  0.913931 0.904837 
20 0.006565 0.006435  0.835270 0.818731 
30 0.000532 0.000516  0.763379 0.740818 
40 0.000043 0.000041  0.697676 0.670320 
50 0.000003 0.000003  0.637628 0.606531 
60 0.000000 0.000000  0.582748 0.548812 
70 0.000000 0.000000  0.532592 0.496585 
80 0.000000 0.000000  0.486752 0.449329 
90 0.000000 0.000000  0.444858 0.406570 
100 0.000000 0.000000  0.406570 0.367879 

Table 9 Variation in reliability of system due to variation in failure rate of subsystem F 

Time (in days) 
System  Subsystem 6 

δ6 = 0.017 δ5 = 0.027 δ5 = 0.017 δ5 = 0.027 
0 1.000000 1.000000  1.000000 1.000000 
10 0.073241 0.066271  0.843665 0.763379 
20 0.005364 0.004392  0.711770 0.582748 
30 0.000393 0.000291  0.600496 0.444858 
40 0.000029 0.000019  0.506617 0.339596 
50 0.000002 0.000001  0.427415 0.259240 
60 0.000000 0.000000  0.360595 0.197899 
70 0.000000 0.000000  0.304221 0.151072 
80 0.000000 0.000000  0.256661 0.115325 
90 0.000000 0.000000  0.216536 0.088037 
100 0.000000 0.000000  0.182684 0.067206 

Table 10 Variation in availability due to variation in failure and repair rate of subsystem A 

η1 
Availability of subsystem A  Availability of the system 

δ1 δ1 
0.50 0.55 0.60 0.65 0.7 0.50 0.55 0.60 0.65 0.7 

0.02 1.0000 1.0000 1.0000 1.0000 1.0000  0.9964 0.9964 0.9964 0.9964 0.9964 
0.045 0.9999 1.0000 1.0000 1.0000 1.0000  0.9964 0.9964 0.9964 0.9964 0.9964 
0.07 0.9989 0.9994 0.9996 0.9998 0.9999  0.9953 0.9958 0.9961 0.9962 0.9963 
0.095 0.9943 0.9965 0.9978 0.9986 0.9991  0.9908 0.9929 0.9942 0.9950 0.9955 
0.12 0.9841 0.9893 0.9928 0.9951 0.9966  0.9806 0.9858 0.9892 0.9915 0.9930 
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Figure 3 (a) Availability of subsystem A against η1 (b) Availability of the system against η1  
(see online version for colours) 

 

0.975

0.98

0.985

0.99

0.995

1

0.02 0.045 0.07 0.095 0.12

 A
va

ila
bi

lit
y 

of
 S

ub
sy

st
em

 A
 

 
(a) 

 

0.97

0.975

0.98

0.985

0.99

0.995

1

0.02 0.045 0.07 0.095 0.12

 A
va

ila
bi

lit
y 

of
 th

e 
Sy

st
em

 

 
(b) 

Table 11 Variation in availability due to variation in failure and repair rate of subsystem B 

η2 
Availability of subsystem B  Availability of the system 

δ2 δ2 
0.6 0.675 0.75 0.825 0.9 0.6 0.675 0.75 0.825 0.9 

0.015 1.0000 1.0000 1.0000 1.0000 1.0000  0.9964 0.9964 0.9964 0.9964 0.9964 
0.05 0.9992 0.9995 0.9996 0.9997 0.9998  0.9956 0.9959 0.9961 0.9962 0.9962 
0.085 0.9949 0.9965 0.9976 0.9983 0.9987  0.9913 0.9930 0.9940 0.9947 0.9952 
0.12 0.9847 0.9893 0.9924 0.9944 0.9958  0.9812 0.9858 0.9888 0.9909 0.9923 
0.155 0.9681 0.9771 0.9831 0.9874 0.9904  0.9647 0.9736 0.9796 0.9838 0.9868 
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Figure 4 (a) Availability of subsystem B against η2 (b) Availability of the system B against is η2 
(see online version for colours) 
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(b) 

Table 12 Variation in availability due to variation in failure and repair rate of subsystem C 

η3 
Availability of subsystem C  Availability of the system 

δ3 δ3 
0.45 0.495 0.54 0.585 0.63 0.45 0.495 0.54 0.585 0.63 

0.025 0.9945 0.9954 0.9961 0.9966 0.9971  0.9909 0.9918 0.9925 0.9931 0.9935 
0.04 0.9868 0.9889 0.9905 0.9918 0.9929  0.9832 0.9854 0.9870 0.9883 0.9894 
0.055 0.9766 0.9802 0.9831 0.9853 0.9872  0.9731 0.9767 0.9795 0.9818 0.9837 
0.07 0.9644 0.9698 0.9740 0.9774 0.9802  0.9610 0.9663 0.9705 0.9739 0.9767 
0.085 0.9508 0.9579 0.9637 0.9683 0.9721  0.9474 0.9545 0.9602 0.9649 0.9687 
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Figure 5 (a) Availability of subsystem C against η3 (b) Availability of the system against η3  
(see online version for colours) 
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(b) 

Table 13 Variation in availability due to variation in failure and repair rate of subsystem D 

η4 
Availability of subsystem D  Availability of the system 

δ4 δ4 
0.5 0.6 0.7 0.8 0.9 0.5 0.6 0.7 0.8 0.9 

0.03 0.9936 0.9955 0.9966 0.9974 0.9979  0.9901 0.9919 0.9931 0.9938 0.9944 
0.05 0.9836 0.9882 0.9912 0.9931 0.9945  0.9801 0.9847 0.9876 0.9896 0.9909 
0.07 0.9703 0.9784 0.9836 0.9871 0.9896  0.9668 0.9749 0.9801 0.9836 0.9861 
0.09 0.9545 0.9665 0.9744 0.9798 0.9836  0.9511 0.9631 0.9709 0.9763 0.9801 
0.11 0.9370 0.9531 0.9638 0.9712 0.9766  0.9337 0.9497 0.9604 0.9677 0.9731 
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Figure 6 (a) Availability of subsystem D against η4 (b) Availability of the system against η4  
(see online version for colours) 
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(b) 

Table 14 Variation in availability due to variation in failure and repair rate of subsystem E 

η5 
Availability of subsystem E  Availability of the system 

δ5 δ5 
0.45 0.55 0.65 0.75 0.85 0.45 0.55 0.65 0.75 0.85 

0.02 0.9574 0.9649 0.9701 0.9740 0.9770  0.9561 0.9636 0.9688 0.9727 0.9757 
0.04 0.9184 0.9322 0.9420 0.9494 0.9551  0.9171 0.9309 0.9407 0.9481 0.9538 
0.06 0.8824 0.9016 0.9155 0.9259 0.9341  0.8812 0.9004 0.9142 0.9247 0.9328 
0.08 0.8491 0.8730 0.8904 0.9036 0.9140  0.8479 0.8718 0.8892 0.9024 0.9127 
0.1 0.8182 0.8462 0.8667 0.8824 0.8947  0.8171 0.8450 0.8655 0.8812 0.8935 
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Figure 7 (a) Availability of subsystem E against η5 (b) Availability of the system against η5  
(see online version for colours) 
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(b) 

Table 15 Variation in availability due to variation in failure and repair rate of subsystem F 

η6 
Availability of subsystem F  Availability of the system 

δ6 δ6 
0.35 0.4 0.45 0.5 0.55 0.35 0.4 0.45 0.5 0.55 

0.015 0.9589 0.9639 0.9677 0.9709 0.9735  0.9568 0.9617 0.9656 0.9687 0.9713 
0.04 0.8974 0.9091 0.9184 0.9259 0.9322  0.8954 0.9071 0.9163 0.9238 0.9301 
0.065 0.8434 0.8602 0.8738 0.8850 0.8943  0.8415 0.8583 0.8718 0.8830 0.8923 
0.09 0.7955 0.8163 0.8333 0.8475 0.8594  0.7937 0.8145 0.8315 0.8456 0.8574 
0.115 0.7527 0.7767 0.7965 0.8130 0.8271  0.7510 0.7750 0.7947 0.8112 0.8252 
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Figure 8 (a) Availability of subsystem F against η6 (b) Availability of the system against η6  
(see online version for colours) 
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(b) 

Table 16 Variation of maintainability of subsystems with respect to time 

Time (in 
months) Ms1(t) Ms2(t) Ms3(t) Ms4(t) Ms5(t) Ms6(t) Msys(t) 

0 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 
10 1.00000 1.00000 0.99999 0.996972 0.97763 0.98995 1.00000 
20 1.00000 1.00000 1.00000 0.999991 0.99949 0.99989 1.00000 
30 1.00000 1.00000 1.00000 0.999999 0.99998 0.99999 1.00000 
40 1.00000 1.00000 1.00000 0.999990 0.99999 0.99999 1.00000 
50 1.00000 1.00000 1.00000 1.00000 0.99999 0.99999 1.00000 
60 1.00000 1.00000 1.00000 1.00000 0.99999 1.00000 1.00000 
70 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 
80 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 
90 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 
100 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 
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Tables 10–15 and Figures 3(a), 3(b), 4(a), 4(b), 5(a), 5(b), 6(a), 6(b), 7(a), 7(b), 8(a), and 
8(b) depict the impact of repair and failure rates of each subsystem on the availability of 
each subsystem and overall subsystem. As seen in these tables and their associated 
figures, the availability of each subsystem and overall system availability improves as the 
values of repair rates grow, while they decrease as the values of failure rates of each 
subsystem increase. These tables and figures show that the failure and repair rates of 
subsystem 1 have a greater impact on total system availability. This analysis takes a lot of 
focus and adherence to stringent maintenance guidelines to this subsystem (subsystem 1). 

7 Conclusions 

Many computer network systems are made up of numerous components or subsystems, 
and their smooth operation is determined by the performance of their important 
components or subsystems. For this reason, it is critical to first identify the most sensitive 
component(s)/subsystem(s), and then implement some maintenance practices to enhance 
the system’s performance of that sensitive component(s)/subsystem(s). Thus, the RAMD 
indices for each subsystem are studied in this paper to determine which of the subsystem 
is the most sensitive of the system under review. All subsystem transition diagrams are 
formulated, as well as Chapman-Kolmogorov differential equations. Numerical values on 
RAMD, all of which are important in RAMD analysis, have been obtained and are given 
in tables and graphs. Other metrics have been acquired, including MTTF, MTBF, 
dependability ratio, and dependability minimum. Based on the numerical values and the 
behavior of the graphs, subsystem 1 has been discovered to have the lowest availability 
and reliability. Thus, it is necessary to begin improving the system’s performance from 
this subsystem/component. It’s also worth noting that subsystem 1 has the lowest level of 
dependability. The lesser the amount of dependability, the more unpredictable the 
operation of the system becomes, the better the upkeep. If the findings of this study are 
modified, system engineers and maintenance managers will be able to avoid making 
incorrect reliability assessments. The future research direction will analyse coverage 
factor, Lindley distribution, exponentiated Weibull distribution, application of 
metaheuristics, such as genetic algorithm, hybrid genetic algorithm, Gray-Wolf 
optimisation, and particle swarm optimisation in the study. 
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