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Abstract: In view of the cracks, holes and other defects on the surface of 
prefabricated concrete components in prefabricated building, an Image 
recognition method of surface defects of prefabricated concrete members in 
prefabricated building is proposed. This method first performs denoising and 
enhancement processing on the obtained component defect images to improve 
the clarity of the images. Based on this, the image is segmented, and the defect 
features of the component surface defect image are extracted based on the 
segmentation results. Finally, support vector machines are used to classify the 
extracted features, achieving accurate recognition of surface defects in 
prefabricated concrete components. The experimental results show that the 
recognition effect and accuracy of using this method for component defect 
image recognition are good. 

Keywords: prefabricated building; prefabricated concrete members; defect; 
images recognition. 
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1 Introduction 

In the past half century, China has mainly experienced a period of rapid development in 
the manufacturing industry. With the unremitting efforts of our technical personnel, 
management methods and industrial technologies in high-end industrial fields such as 
automobiles, electronic technology, and aerospace have been continuously innovated, 
resulting in a significant improvement in the production efficiency of the manufacturing 
industry. In contrast, the work efficiency and construction quality of China’s construction 
industry are at a low-end level. With the continuous development of society, the demand 
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for reform in the construction industry in the market is gradually increasing. Reforming 
the extensive design and construction of China’s construction industry, improving 
building efficiency, has become an urgent problem to be solved in China. Since then, the 
form of prefabricated building (Ji et al., 2021; Chang and Han, 2021) has been proposed 
and once became the main building form in China, which is widely loved by people. 
When using prefabricated forms for engineering construction, prefabricated components 
can usually be divided into concrete prefabricated components, steel structures, and 
modern wooden structures. Among them, precast concrete components, as key 
components of the entire building, are the fundamental components of the entire 
construction process. 

During the production process of precast concrete components (Luo et al., 2021; Jian 
et al., 2021), due to natural and artificial influences, there are defects on the surface of the 
components, which affect the strength and aesthetic appearance of the concrete 
components themselves. Therefore, after the completion of the construction of concrete 
prefabricated components, rapid and accurate surface defect identification becomes one 
of the necessary inspections for the delivery of concrete prefabricated components. At 
present, traditional surface defect identification of precast concrete components is mostly 
carried out through manual detection, which not only has obvious human subjectivity, but 
also increases the cost loss of manpower. Based on the analysis of the above issues, it is 
particularly important to propose a simple and efficient method for identifying surface 
defects in precast concrete components. 

Hu et al. (2021) first obtain the texture image of the component, establish a training 
model, and use human methods to set up missing areas in the image to predict the content 
of the missing areas; Based on the predicted results, image reconstruction is performed on 
the surface defect image of the component, and the structural similarity value and 
residual between the reconstructed image and the image to be tested are calculated; 
Finally, based on the calculation results of structural similarity values and residuals 
between images, the detection and recognition of surface defects on components are 
completed. But the image processing effect of this method is not good. Liu et al. (2022) 
first establishes a defect recognition model, which is divided into two parts: sample 
collection and defect recognition. Then, based on the model, feature extraction is 
performed on the image, and Poisson fusion method is used to fuse the features to 
generate new image samples. Finally, input the processing results into the defect 
detection model section, and use this model to achieve surface defect recognition of 
components. But the recognition accuracy of this method is low. Wang et al. (2022) 
designed an image recognition method to address the low accuracy of surface defect 
recognition in traditional detection algorithms. This method first preprocesses the image 
and performs image non-destructive testing based on the processing results; Then, the 
intuitionistic fuzzy C-means clustering method is used to perform clustering 
segmentation on the image, extract image feature values, and determine image feature 
edges. Finally, defect recognition of the image is achieved through the classification and 
processing of feature values. But the recognition efficiency of this method is low. 

The above surface defect recognition methods failed to carry out necessary image 
enhancement processing on the defect image in the process of component surface defect 
recognition, resulting in that the defect recognition effect of the above methods is not 
obvious during defect detection. Based on the problems in the above defect recognition 
methods, an image recognition method of surface defects of prefabricated concrete 
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members in prefabricated building is proposed. The specific implementation steps are as 
follows: 

1 Firstly, preprocess the obtained surface texture images of precast concrete 
components, using anisotropic diffusion equations for denoising, and using Retinex 
algorithm to enhance the image clarity, thus preparing for the subsequent 
identification of surface defects in precast concrete components. 

2 Secondly, the image is segmented and processed. Based on the segmented image, 
defect feature points are placed in the image to obtain the pixel values of the feature 
point positions. The median filtering method is used to perform greyscale processing 
on the image pixels to obtain the defect features of the component surface defect 
image. 

3 After extracting the surface defect features of prefabricated concrete components, 
support vector machines (SVMs) are used to classify the extracted features. Based on 
the classification results, precise recognition of surface defects of prefabricated 
concrete components in prefabricated buildings is achieved. 

4 Through comparative experiments, the denoising effect, image processing effect, 
feature extraction effect, and recognition effect of the proposed method have been 
verified to be good, and have practical application value. 

2 Image preprocessing methods 

Before the recognition of the surface defect image of the concrete prefabricated 
component, the image definition is poor due to the large noise interference of the 
collected image. Therefore, before the recognition of the surface defect of the concrete 
prefabricated component of the prefabricated building, the obtained Surface finish image 
of the concrete prefabricated component needs to be denoised (Lin et al., 2022; Ma et al., 
2022) and image enhancement processing (Fu et al., 2022; Panetta et al., 2022) to 
effectively improve the image definition, prepare for the identification of surface defects 
in precast concrete components in the future. 

2.1 Image denoising 

When image denoising is carried out, the anisotropic diffusion equation denoising 
method is used to complete the surface defect image denoising. Firstly, randomly select a 
surface finish image of the concrete precast component, set the expression form of the 
original image as o(x, y, t), and then obtain the main expression form of the diffusion 
equation. The results are as follows: 

( )| |

( , , 0) ( , )

o div g oo
t

o x y o x y

∂ = ∇ ∇  ∂
 =

 (1) 

In the equation, the image gradient modulus is expressed in the form of |∇o|, the diffusion 
coefficient in the form of g, the constant coefficient in the form of ∂, the time state in the 
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form of t, the image gradient in the form of ∇o, the pixel position in the form of (x, y), 
and the divergence coefficient in the form of div. 

Based on the above calculation results, it can be seen that in the diffusion function, 
the diffusion coefficient determines the diffusion form of the equation. To ensure that the 
internal details of the image are preserved during image denoising, the coefficient is 
usually set as a gradient non-negative decreasing function. 

The diffusion coefficient (Mahendrakar et al., 2022) is usually described in the form 

of 
2

1( ) ,
1 ( / )

g x
x k

=
+

 where the gradient value is x and the gradient threshold is marked 

as k. When denoising an image, the denoising scale can be determined by the gradient 
value in the gradient diffusion coefficient. The specific denoising process is as follows: 

2.1.1 Introduction of diffusion tensor 
In noisy images, there is usually a similar structural line with a consistent inclination 
angle. Therefore, during the denoising process, the direction of the line can be used as the 
direction of the maximum greyscale change, and the analysis results of the structural 
tensor can be introduced to achieve the purpose of preserving image details and texture 
information. By introducing diffusion tensor, the non-diffusive diffusion equation is 
established as follows: 

[ ]

( , , 0) ( , )

o div B ot
o x y o x y

∂ = ∇
∂

 =

 (2) 

In the equation, the matrix type diffusion tensor is expressed in the form of B. The matrix 
expression is as follows: 

[ ] 1 1
1 2

2 2

0
0

T

T

b ω
B ω ω

b ω
  

=   
   

 (3) 

In the formula, the eigenvalue of the expansion tensor is expressed as b1 and b2, the 
orthogonal eigenvector of the positive-definite matrix is expressed as ω1 and ω2, and the 
incremental function is expressed as T. 

2.1.2 Local forward and reverse diffusion 
Based on the above analysis results, when obtaining the diffusion coefficient value based 
on the image gradient, a small gradient corresponds to a positive diffusion coefficient, 
and vice versa, it is negative. This can achieve the goal of eliminating noise while 
preserving image details. The obtained diffusion coefficient is as follows: 

( )
( )( )( )

11

2
2; 21

1 ; 0

( )

0; otherwise

m

n

x kx k

g x k ω x k ωωx k

 − ≤ ≤


− ≤ ≤ + −



β  (4) 

In the equation, the diffusion direction is expressed in the form of k1 and k2, the diffusion 
intensity is expressed in the form of m and n, the diffusion weight is expressed in the 
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form of ω, the image gradient is expressed in the form of x, the diffusion coefficient is 
expressed in the form of g(x), and the constant is described in the form of β. When the 
pixel gradient of the image is at [k2–ω, k2+ω] and the diffusion coefficient is negative, it is 
necessary to reverse diffuse the image to sharpen it; If the image gradient is greater than 
k2+ω, then the diffusion coefficient is 0 and the pixels are not expanded for diffusion. 

2.1.3 Establishment of diffusion forms 
Due to the fact that the feature vectors of the diffusion tensor and the structural tensor are 
both ω, and the feature vectors can locate the edge direction of the image, effectively 
ensuring the gradient edge direction of pixel diffusion. Therefore, the feature vector can 
be fixed in a certain range, and the diffusion equation for image denoising can be  
re-established according to the diffusion tensor and diffusion coefficient determined 
above. The results are as follows: 

2 2

1 22 2
2

o o ob b
t ω ω

∂ ∂ ∂= +
∂ ∂ ∂

 (5) 

where the reconstructed diffusion equation is expressed in form .o
t

∂
∂

 

From the observation of the above equation, it can be seen that the diffusion intensity 
of noisy images in the gradient direction is denoted as b1 form, and the diffusion intensity 
in the edge direction is expressed as b2 form. When image diffusion occurs, the gradient 
direction is usually fixed, and only diffusing the image towards the edge direction will 
increase the impact of noise in the image denoising process. To avoid this problem, it is 
necessary to consider the gradient information in the texture image into the noise and 
redefine b1 and b2. The idea of local forward and backward diffusion is integrated into the 
noise, and the gradient value of the image texture line structure is set within the range of 
[k1, k2], and the image noise is defined as the gradient less than k1 and greater than k2. The 
image noise is directly eliminated, so as to realise the denoising of the texture image of 
the prefabricated concrete components of Prefabricated building. 

2.2 Image enhancement processing 

After denoising the surface image of concrete prefabricated components, the defect edges 
in the image are still unclear. Therefore, before image segmentation, it is necessary to use 
the retinex algorithm (Sun et al., 2021; Kong et al., 2021) based on the denoising results 
to enhance the image. 

Based on the retinex theory, the precast concrete component is set as the product of 
the illumination image and the reflection image to obtain the mathematical expression of 
the surface defect image of the precast concrete component. The results are shown in the 
following equation: 

( , ) ( , ) ( , )S x y R x y L x y= ∗  (6) 

In the formula, the surface defect image of the concrete prefabricated component after 
denoising is expressed in the form of S(x, y), the illumination image is expressed in the 
form of L(x, y), and the reflection image is recorded as R(x, y). Among them, reflection 
image is the essential attribute, and illumination image represents the dynamic range of 
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the image. The essence of image enhancement is to obtain the essential attributes of the 
image from the original image, in order to avoid the influence of illumination on the 
image and achieve colour constancy. The specific image enhancement process is shown 
in Figure 1. 

Figure 1 Enhancement flowchart in the image 

 

2.2.1 Image illuminance estimation 
When estimating the illuminance of the surface defect image of the concrete 
prefabricated component, set the pixel set of the image as φ, and express the Gaussian 
function of the image in the form of f, h, so as to obtain the bilateral filtering results of 
the image pixel points. The process is as follows: 

( )

( )

1 ( )
( )

( ) ( )

S uu su φ

u su φ

D f u s h II I
γ S

γ S f u s h I I

∈

∈

 = − −

 = − −





 (7) 

In the formula, the brightness value of point u in the image is expressed in the form of Iu, 
the standardisation factor is expressed in the form of γ(S), the brightness value of pixel s 
in the image is expressed in the form of Is, and bilateral filtering results of image pixels 
are described in DS. According to the above calculation results, it can be seen that the 
brightness value of pixels in the image will be affected by adjacent similar brightness 
pixels. Therefore, in specific image illuminance estimation, it is necessary to use 
greyscale value layering algorithm to improve the calculation speed of bilateral filtering. 
The specific illuminance estimation process is as follows: 

1 Firstly, the denoised surface defect image of the precast concrete component is set as 
a two-dimensional image to complete the initialisation of the image vector grid. The 
process is as follows: 

( ) ( ) ( )( , ), 1 ,; if
, ,

(0, 0, 0); otherwise        
x y x y

x y
I u u u uδ I

u u δ
 =

= 


ϑ  (8) 

 In the equation, the initialisation result of the image vector grid is expressed in the 
form of ϑ(ux, uy, δ), the pixel position is expressed in the form of (ux, uy), the 
brightness value of the pixel is expressed in the form of I(ux, uy), the vector grid is 
described in the form of ϑ, and the reflection value of the pixel is expressed in the 
form of δ. 
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2 Based on the initialisation results of the image vector grid mentioned above, 
Gaussian filtering is applied to the grid, and the processing process is as follows: 

( ) ( ),, , , ,[ ] s rx y x yη ηu u δ u u δE G= ∗ϑ ϑ  (9) 

 In the formula, the three-dimensional Gaussian function is expressed in form , ,s rη ηG  
the spatial domain parameters of the image are expressed in form ηs, the luminance 
domain coefficients are expressed in form ηr, and the Gaussian filtering results of the 
image are expressed in form E[ϑ](ux, uy, δ). 

3 Based on the Gaussian processing results of the above images (Gu et al., 2021;  
Li et al., 2022), the pixel (ux, uy, Iu) position is set in the image grid vector to 
implement bilateral filtering processing, in order to obtain the estimated illuminance 
values of the surface defect images of concrete prefabricated components. 

2.2.2 Illumination image compression 
After completing the illumination estimation, the pixels on both sides of the image 
illumination histogram are intercepted through histogram capture, and the remaining 
pixels are compressed to the range of [0, 1]. The improved gamma correction algorithm is 
used to correct the pixels, thereby obtaining the final illumination image. During the 
process, the original pixel value of the component surface defect image is set to i, and the 
control parameter is set to ψ. The correction results of the image pixels are shown in the 
following equation: 

( ) ψ i ψθ i i ∗ +=  (10) 

In the formula, the correction result of image pixels is expressed in the form of θ(i). 
The pixel correction results are shown in Figure 2. 

Figure 2 Pixel correction results 

 

Analysing Figure 2, it can be seen that when adjusting the correction function by 
adjusting the coefficient, the smaller the adjustment coefficient, the more effective the 
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overall brightness adjustment of the image. When the adjustment parameter is 0.6, the 
pixel values of the lower pixels in the image are approximately above function θ = x, and 
a small portion of the pixel values are below function θ = x. This indicates that during 
pixel correction, the low brightness areas in the image can be enhanced, effectively 
suppressing overexposure in high brightness areas. When adjusting the parameter to 0.8, 
it can be seen that the small and low pixels in the image are above function θ = x, and the 
majority of pixel values are below θ = x, indicating that this curve has better compression 
effect on images with higher brightness. 

2.2.3 Reflection component enhancement 
After obtaining the illumination image of the surface defect image of precast concrete 
components, it is necessary to perform a difference operation between the original image 
and the illumination image in the numerical domain to obtain the reflection component of 
the component defect image. During the process, the control coefficient is set to ι to 
obtain the reflection component value of the image, and the result is as follows: 

2( ) 1
1 ι r

f r
μ− ∗

= −
+

 (11) 

In the formula, the reflection brightness of the image is expressed in the form of r, the 
obtained reflection component values of the image are described in the form of f(r), and 
the increment function is recorded in the form of μ–ι*r. The brightness mapping of the 
reflection image of component surface defects is shown in Figure 3. 

Figure 3 Brightness mapping of component surface defect reflection images 

 

Analysing Figure 3, it can be seen that the steeper the mapping curve, the more 
significant the image enhancement effect. The specific image enhancement process is as 
follows: 
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1 According to the RGB channel component value of the image, obtain the brightness 
image of the component image, select the appropriate logarithm, and use the bilateral 
filtering algorithm to determine the image illuminance component. 

2 Calculate the difference between the illuminance component and the brightness 
component of the image, determine the reflection component value of the image, and 
combine it with the histogram capture algorithm to capture 1% of the pixels at both 
ends of the image, and use the pixel correction equation to correct them. 

3 After completing the correction, recalculate the image reflection brightness value, 
combined with the determined image illuminance value, obtain a new component 
surface defect image, and complete the image enhancement processing. 

3 Image recognition method for surface defects of precast concrete 
components 

Based on the above image preprocessing results, the image is segmented (Li et al., 2022; 
Ji et al., 2022), and the defect features of the component surface defect image are 
extracted based on the segmentation results. Finally, SVMs are used to classify and 
process the extracted features, thereby achieving accurate recognition of surface defects 
in prefabricated concrete components. 

3.1 Image segmentation 

Firstly, based on the image processing results, the greyscale range of the image is set to 
be within [0, 1, ∙∙∙, ξ – 1], and the number of pixels with a greyscale value of i is 
expressed in the form of mi, while the total number of pixels in the image is described in 
the form of M. This obtains the probability of mi appearing in the image, ρi, and divides it 
into two categories using an appropriate threshold to calculate the probabilities of 
different pixel values P0(t) and P1(t). The overall greyscale value of the image is 
obtained, and the inter class variance of different categories of the image is determined as 
follows: 

[ ] [ ]2 2
0 10 1( ) ( )( ) ( )L P t P tt T t T− − −= +− −  (12) 

In the formula, the overall greyscale value of the image is expressed in the form of T–, the 
inter class variance of the obtained image is expressed in the form of ,L  and the pixel 
greyscale probability coefficient is expressed in the forms of (t)0 and (t)1. 

By selecting the optimal segmentation threshold for the surface defect image of 
concrete components based on the determined inter class variance, the image 
segmentation is completed. The process is as follows: 

0 1arg max ( )tYZ L t< <−=  (13) 

In the formula, the segmentation threshold of the image is expressed in the form of YZ, 
the maximum inter class variance is expressed in the form of max0<t<–1, and the variable 
function is described in the form of arg. 
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3.2 Image defect feature extraction 

Based on the above image segmentation results, defect feature points are placed in the 
image to obtain the pixel values of the feature point positions. The median filtering 
method (Hyun et al., 2021; Meng et al., 2021) is used to perform greyscale processing on 
the image pixels to obtain the defect greyscale features of the image. This method can 
effectively remove noise and pseudo defects, and improve the accuracy of feature 
extraction. By extracting features such as greyscale mean, variance, contrast, energy, 
information entropy, and maximum and minimum pixel greyscale values from surface 
defect images of precast concrete components, the greyscale distribution and texture 
features of defects can be better described, and the accuracy and robustness of 
recognition can be improved. The specific feature extraction process is shown in  
Figure 4. 

Figure 4 Defect feature extraction process 

 

The feature extraction algorithm is one of the cores of defect recognition, and the 
extraction effect of defect features can directly affect the recognition accuracy of defect 
recognition. Due to the presence of some noise points and pseudo defects on the surface 
of precast concrete components after the completion of the troweling process, it interferes 
with identification. Therefore, it is particularly important to perform noise removal and 
image enhancement before obtaining the greyscale defect features of the image. Based on 
the segmentation processing results of the enhanced image mentioned above, the 
greyscale histogram of the image is used as the defect feature vector value, and the 
number of pixels with a greyscale value of μ is set to m(μ), and the total number of pixels 
is expressed as M. In this way, the greyscale histogram of the segmented image is 
obtained, as shown in the following equation: 

( ) ( ) /HD μ m μ M=  (14) 

In the formula, the greyscale quantisation level of the image is expressed in the form of μ, 
and the obtained greyscale histogram of the image is described in the form of HD(μ). 

Based on the determined greyscale histogram of the image, the defect features of the 
image are extracted, and the process is as follows: 
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φ φ  (15) 

In the formula, the average grey level of the extracted surface defect images of concrete 
prefabricated components is expressed in the form of HDjz, the grey level variance is 
expressed in the form of σ2, the grey level contrast of the image defect position is 
expressed in the form of HDdb, the energy of the image defect position is expressed in the 
form of NLHD, the information entropy is expressed in the form of SZ, the maximum pixel 
grey level value of a pixel is expressed in the form of maxϕ(i, j), and the minimum pixel 
grey level value is expressed in the form of minϕ(i, j). 

3.3 Image recognition method for surface defects of components 

SVM is a supervised learning algorithm that performs well in classification problems. It 
is based on statistical learning theory and the principle of structural risk minimisation, 
which separates data samples of different categories by finding an optimal hyperplane. 
This enables SVM to have good performance in handling both binary and multi 
classification problems. It has the advantages of robustness, ability to handle  
high-dimensional spatial data, strong generalisation ability, and effectiveness for small 
sample data. By using SVM, the surface defects of precast concrete components can be 
accurately classified and identified based on the extracted defect features. Therefore, after 
extracting the surface defect features of prefabricated concrete components, SVMs (Yu  
et al., 2022; Zou et al., 2021) are used to classify the extracted features, and based on the 
classification results, accurate recognition of surface defects of prefabricated concrete 
components in prefabricated buildings is achieved. 

When using SVM for image defect feature classification, it is essentially searching 
for an optimal classification surface that can separate two types of samples and maximise 
the classification interval between the two types of samples. 

Firstly, set the training sample set as 1[ , ]M
i i ix y −  according to the component defect 

image obtained above, where the i sample under the vector machine input mode is 
expressed as xi, the sample variable is expressed as yi, the hyperplane equation is set as 
WTX + b = 0, the plane normal vector is expressed as W, and the constant term is 
expressed as b. Based on the above set values, obtain the distance between two boundary 
lines to complete the optimal classification surface of the vector machine, as shown in the 
following equation: 
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v w W w w

s t y w x b

 = + =

 = = − ≥+

 (16) 

In the formula, the distance between the boundary and the upper boundary of the SVM is 
expressed in the form of d1, the distance from the boundary to the lower boundary is 
expressed in the form of d2, the maximum distance between the boundaries is expressed 
in the form of Dis, the best obtained boundary is described in the form of minν(w), and 
the constraint conditions are expressed in the form of s.t. 

Finally, through the best classification surface found, the establishment of the SVM is 
completed. After the establishment of the SVM, the component defect features in the 
original space are mapped to the high-dimensional space of the vector machine through 
the kernel function, so as to complete the accurate classification of surface defects of 
prefabricated concrete components of Prefabricated building. The results are shown in the 
following formula: 

( ) ( ),( ) min ( ) Ti j i ix yf x K v w y w x b= ∗  + ϖ  (17) 

In the formula, the classification results of component defect features are expressed in the 
form of f(x), the classification weights are expressed in the form of ϖ, and the kernel 
function is expressed in the form of K(xi, yj). 

4 Experiment 

In order to verify the overall effectiveness of the image recognition method for defects in 
precast concrete components mentioned above, it is necessary to test this method. In the 
experiment, a camera or professional image acquisition equipment was used to capture 
the surface of precast concrete components, and the image data was obtained to form 
dataset 1. Simultaneously obtain partial images from the common objects in context 
(COCO) database to form dataset 2. Mix two datasets to form a mixed dataset as the 
initial data. Select 200 surface images of concrete components as the initial image data. 
This dataset contains different types and degrees of concrete cracks, with 1500 samples. 
The size of each image is 256 × 256 pixels and has been annotated by professionals to 
indicate the location and type of cracks in each image. Divide the dataset into training 
and testing sets, with 70% of the images used to train the model and 30% used to evaluate 
the accuracy of the model. During the testing process , comparative tests were carried out 
on the research of image recognition methods for surface defects of prefabricated 
concrete components of prefabricated building (the proposed methods), unsupervised 
surface defect detection methods based on inpainting [method of Hu et al. (2021)], 
workpiece surface defect detection methods oriented to unbalanced sample space 
[method of Liu et al. (2022)], and aluminium surface defect detection methods based on 
improved faster RCNN [method of Wang et al. (2022)], verify the practical application 
feasibility of the proposed defect image recognition method. 
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4.1 Protocol 

During the testing process, in order to verify the effectiveness of different methods in 
identifying defects, a prefabricated component processing factory in a certain city was 
selected to collect surface defect images of concrete prefabricated components on site. 
The proposed method, method of Hu et al. (2021), method of Liu et al. (2022), and 
method of Wang et al. (2022) were used for defect image recognition, and the denoising 
and processing effects of the images were evaluated the specific test results of image 
feature extraction performance and actual recognition performance verify the actual 
effectiveness of different methods in defect image recognition process. 

4.2 Acquisition of experimental indicators 

The indicators used in the above experimental plan are as follows: 
In the process of image denoising, the denoising performance of different methods is 

evaluated from both subjective and objective aspects. The visual effect of the denoised 
image is scored and ranked based on subjective evaluation, and the average score is 
calculated. In order to avoid the subjective influence of the observer during the process, 
Z-scores were used to compare the subjective denoising effects of different algorithms. 
The Z-score calculation process is shown in the following equation: 

X XZ
ε
−=  (18) 

In the formula, the subjective score is described in the form of X, the average score in the 
form of ,X  and the standard deviation in the form of ε. 

When objectively evaluating the denoising effect, peak signal-to-noise ratio, 
structural similarity, and image information entropy are selected as test indicators. The 
acquisition process is as follows: 
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 (19) 

In the formula, the horizontal and vertical scales of the component surface defect image 
are expressed in MN form, the original image is expressed in oi form, the denoised image 
is expressed in o1i form, the peak signal-to-noise ratio is expressed in QPSNR form, the 
structural similarity is expressed in SSIM(x, y) form, the information entropy is expressed 
in Entropy form, the image covariance is described in ε form, the mean is expressed in a 
form, the image pixel value is described in x, y form, the relative frequency machine is 
described in q(x) form, and the constants are recorded in q(x) and c2. 

And conduct testing on the recognition effect of component surface defects, using 
recognition accuracy, recognition time, and actual application effect as test indicators to 
test the recognition effect of the proposed method, proposed method, method of Hu et al. 
(2021), method of Liu et al. (2022), and method of Wang et al. (2022) defect image 
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recognition. The recognition accuracy evaluation indicators are accuracy. The recall rate 
is used to verify the specific recognition performance of the proposed method in image 
recognition. 

4.3 Experimental results 

4.3.1 Noise reduction effect test 
When using the proposed method, method of Hu et al. (2021), method of Liu et al. 
(2022), and method of Wang et al. (2022) for defect image recognition, the image 
processing effects of different methods in image recognition were tested using the 
relevant evaluation indicators obtained above. The test results are shown in Table 1. 
Table 1 Test results of denoising effects of different methods 

Number of 
images to be 
recognised/piece 

Test 
indicators 

Test results of denoising effect 

Proposed 
method 

Method of 
Hu et al. 
(2021) 

Method of 
Liu et al. 
(2022) 

Method of 
Wang et al. 

(2022) 
50 Z score 1.33 0.71 0.19 -0.03 
 QPSNR 42.55 40.34 39.98 98.25 
 SSIM(x, y) 1.12 1.10 1.08 1.06 
 Entropy 7.61 7.55 7.21 7.06 
100 Z score 1.31 0.68 0.16 -0.035 
 QPSNR 40.38 38.66 36.73 35.99 
 SSIM(x, y) 1.12 0.99 0.96 0.95 
 Entropy 7.58 7.36 7.01 6.92 
150 Z score 1.28 0.61 0.05 -0.042 
 QPSNR 38.25 36.19 34.25 32.98 
 SSIM(x, y) 1.08 0.95 0.92 0.88 
 Entropy 7.47 7.18 6.79 6.55 
200 Z score 1.25 0.22 -0.01 -0.055 
 QPSNR 35.98 33.44 31.85 29.71 
 SSIM(x, y) 1.06 0.91 0.88 0.84 
 Entropy 7.36 6.94 6.66 6.34 
250 Z score 1.18 0.05 -0.033 -0.14 
 QPSNR 33.79 31.47 29.43 27.91 
 SSIM(x, y) 1.01 0.87 0.83 0.79 
 Entropy 7.25 6.71 6.51 6.28 

When denoising an image, based on the above evaluation indicators, it can be concluded 
that the higher the peak signal-to-noise ratio, structural similarity, and image information 
entropy of the denoised image, the better the denoising effect of the method. According 
to Table 1, when denoising component defect images, the proposed method measures the 
best values of various indicators among the four methods. This can prove that the 
proposed method has high denoising performance in image denoising. According to the 
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test results in Table 1, the above four methods were applied to actual image defect 
recognition to detect the actual image denoising effect of the four methods in defect 
recognition. The results are shown in Figure 5. 

Figure 5 Test results of denoising effects of different methods (see online version for colours) 

 

During the process of identifying surface defects in components, there is a large amount 
of noise in the image. If the image cannot be denoised in a timely manner, it will directly 
affect the accuracy of subsequent image defect recognition. Analysing Figure 5, it can be 
seen that the denoising effect of the proposed method is the best among all methods in 
image defect recognition. This is because the proposed method uses anisotropic diffusion 
equations, which is a commonly used image denoising method that smoothes the image 
by calculating the gradient of each pixel in the image, thereby removing noise. This 
method effectively reduces the impact of noise on image quality while maintaining image 
edge information. Among them, method of Hu et al. (2021) used unsupervised model 
expansion for image denoising during defect recognition. Due to the low performance of 
unsupervised model denoising, the denoising effect of this method is not ideal. Method of 
Liu et al. (2022) and method of Wang et al. (2022) both have certain effects on image 
denoising, but the denoising effect of the two methods in image defect recognition is 
lower than that of the proposed method. 

4.3.2 Image processing effect testing 
When using the proposed method, method of Hu et al. (2021), method of Liu et al. 
(2022), and method of Wang et al. (2022) for defect image recognition, the image 
processing effects of different methods in image recognition were tested. The test results 
are shown in Figure 6. 

When identifying surface defects on components, the clarity of the captured images is 
usually poor due to the influence of surrounding environmental factors. As a key link in 
image defect recognition, image processing is an important part that determines the actual 
recognition effect of component surface defects. The better the image processing effect, 
the better the recognition effect of surface defects on subsequent components, and vice 
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versa. Analysing Figure 6, it can be seen that the image processing effect of the proposed 
method is the best among the four methods for identifying surface defects of components. 
This is mainly because the proposed method not only effectively denoises the image 
during the image processing process, but also timely enhances the denoised image, 
improving the clarity of the image. Therefore, this method has good image processing 
effect in defect recognition. 

Figure 6 Test results of image processing effects using different methods (see online version  
for colours) 

 

4.3.3 Testing the effectiveness of image feature extraction 
Based on the above test results, we will continue to use the proposed method, method of 
Hu et al. (2021), method of Liu et al. (2022), and method of Wang et al. (2022) for defect 
image recognition. During the image feature extraction process during image recognition, 
we will conduct tests on the key feature pixels of defects determined by different 
methods. The test results are shown in Figure 7. 

In the process of identifying surface defects on components, it is necessary to extract 
the defect features of the component defect image. The accuracy of feature extraction can 
directly reflect the effectiveness of image defect recognition. If the number of key feature 
points extracted from the image is small, it will directly reduce the accuracy of defect 
recognition. Analysing Figure 7, it can be seen that method of Wang et al. (2022) has the 
lowest number of key feature points obtained in the image among the four methods for 
extracting defect features. Therefore, this method has poor feature extraction performance 
when extracting defect features. Method of Hu et al. (2021) and method of Liu et al. 
(2022) have certain effects on image processing, so the pixel points of defect positions 
obtained by the two methods for image defect feature extraction are only lower than the 
test results of the proposed method. As the proposed method has the best image 
processing performance among the four methods, the distribution values of the key pixel 
points at the defect location obtained by this method are consistent with the expected key 
defect pixel points when extracting image defect features. This is because the proposed 
method uses segmentation technology to process the image and places defect feature 
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points in the image. By obtaining the position and pixel value of the feature points, and 
combining with median filtering method for greyscale processing, the key features of 
component surface defects are effectively captured. This proves that the proposed method 
extracts more accurate feature values when extracting surface defect features of 
components. 

Figure 7 Test results of image feature extraction effects using different methods (see online 
version for colours) 

 

4.3.4 Recognition effect test 
When using the proposed method, method of Hu et al. (2021), method of Liu et al. 
(2022), and method of Wang et al. (2022) for defect image recognition, the recognition 
accuracy and recognition time of different methods in image recognition were tested. The 
test results are shown in Table 2. 

When identifying surface defects on components, the test results of recognition 
accuracy and recovery rate can intuitively reflect the recognition performance of the 
recognition method. According to Table 2, as the number of images to be identified 
increases, the four methods tested show a varying degree of decline in recognition 
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accuracy and recall index values when identifying surface defects on components. The 
recognition time also increases with the increase of the number of images. Among them, 
method of Hu et al. (2021) reconstructed surface defect images, and there were 
significant errors in calculating the structural similarity values and residuals between the 
reconstructed image and the detected image. Therefore, the recognition accuracy and 
recognition time of this method in image defect recognition were lower than the test 
results of the proposed method. Method of Liu et al. (2022) had problems implementing 
image fusion based on Poisson fusion method, so the recognition accuracy, recall rate, 
and recognition time of this method in image defect recognition were slightly lower than 
the proposed method and the test results of method of Hu et al. (2021). Due to the failure 
to consider the impact of noise on clustering during the defect clustering process of 
method of Wang  
et al. (2022), the recognition accuracy, recall rate, and recognition time of this method in 
image defect recognition are all the worst among the four methods. The proposed 
method, due to the timely implementation of enhancement processing on the obtained 
images before image defect recognition, effectively improves the clarity of the images. 
Therefore, the recognition accuracy and recall rate tested by this method during defect 
recognition are the highest among the four methods, and the detection recognition time is 
lower than the test results of the other three methods. 
Table 2 Identification accuracy test results of different methods 

Number of 
images to be 
recognised/piece 

Test indicators 

Identification accuracy test results 
Proposed 
method 

Method of 
Hu et al. 
(2021) 

Method of 
Liu et al. 
(2022) 

Method of 
Wang et al. 

(2022) 
100 Accuracy/% 100 100 99.97 99.95 
 Recall rate/% 100 99.98 99.64 99.33 
 Recognition 

time/ms 
25 26 27 28 

200 Accuracy/% 100 99.94 99.63 99.45 
 Recall rate/% 100 99.01 98.78 98.67 
 Recognition 

time/ms 
28 30 33 35 

300 Accuracy/% 99.99 99.25 98.86 98.44 
 Recall rate/% 99.87 98.73 98.21 97.82 
 Recognition 

time/ms 
32 35 40 46 

400 Accuracy/% 98.85 98.57 98.22 97.95 
 Recall rate/% 97.94 98.11 97.57 97.39 
 Recognition 

time/ms 
36 40 45 52 

500 Accuracy/% 98.23 97.14 96.99 96.31 
 Recall rate/% 97.99 97.64 97.05 96.94 
 Recognition 

time/ms 
40 51 55 60 
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Based on the above test results, the proposed method, method of Hu et al. (2021), method 
of Liu et al. (2022), and method of Wang et al. (2022) were applied to the actual 
recognition of surface defects in concrete components to test the actual recognition 
effectiveness of the four methods mentioned above. The results are shown in Figure 8. 

Figure 8 Test results of actual defect recognition effects using different methods (see online 
version for colours) 

 

It can be seen from the analysis of Figure 8 that the recognition effect of the proposed 
method is the best of the four methods when carrying out image recognition of surface 
defects of prefabricated concrete components of Prefabricated building, so this method 
can completely detect the shape of defects when identifying defects, while the 
recognition effect of the other three methods is significantly lower than the recognition 
effect of the proposed method when identifying defects. This is because the proposed 
method uses SVM as a classifier for feature classification processing, which has good 
classification performance and generalisation ability. By providing sufficient training 
samples and optimising parameters, the accuracy and robustness of the classifier can be 
improved. 

To sum up, the proposed method is used to carry out image recognition of surface 
defects of prefabricated concrete components in prefabricated building, with good 
recognition effect and high performance. 

5 Conclusions 

With the gradual increase of the application scope of prefabricated building in 
engineering construction, it is particularly important to implement surface defect 
recognition for the concrete components required by prefabricated building. Aiming at 
the problems existing in the traditional recognition methods, this paper proposes the 
research on the image recognition method of surface defects of prefabricated concrete 
components in prefabricated building. This method first preprocesses the surface defect 
images of precast concrete components obtained. Based on the processing results, the 
grey level feature extraction method is used to extract the defect features. Finally, the 
SVM method is used to accurately classify the features, thus achieving accurate 
recognition of defect images. The experimental results show that the proposed method 
has a high Z-score value, good denoising effect, clearer image enhancement effect, high 
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accuracy in defect feature extraction, high recognition accuracy and recall rate, fast 
recognition efficiency, and good recognition effect. Therefore, the proposed method has 
certain practical application value and can solve the defects of traditional surface defect 
recognition methods. Due to certain issues with this method in image feature extraction, 
we will continue to optimise the recognition method in the future to address this issue. 
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