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Abstract: The development of the nonparametric path model is carried out 
with the assumption that each function formed has the same data pattern shape. 
However, in actual cases, several cases are often encountered where the data 
patterns formed are different from each of the calculated functions. This 
research aims to estimate the nonparametric path function of the Fourier series 
and to describe the lemma and theorem for the analysis of the nonparametric 
path of the Fourier series at low oscillation levels (K = 2,3,4,5). Primary data is 
obtained from customers at a Bank (Bank X) in Indonesia. The function 
estimation in nonparametric path analysis using the Fourier series approach is 

( ) ( ) 11 1ˆ
−− −= +' 'α λ n X X λD n X y . The best nonparametric path model that can 

describe the 5C variable on Time to Pay through Willingness to Pay is when 
the oscillation K = 4 with R2 is 78%. This study applies the Fourier series 
approach to path analysis in the banking sector. 

Keywords: banking; data; Fourier series; nonparametric path; on-time pay; 
oscillation; path analysis; statistics; time to pay; willingness to pay. 
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1 Introduction 

Statisticians employ a variety of descriptive and inferential techniques to gather, process, 
present, and analyse data in order to reach broad, practical conclusions. Regression 
analysis, according to Gujarati and Porter (2012), is the investigation of one variable (the 
dependent variable) in relation to one or more other factors (the independent variables), 
with the goal of determining the dependent variable’s mean (population) value, means to 
look at dependencies. A variable derived from the dependent variable’s value. 
Independent variables’ known or predetermined values (repeated sampling). When 
determining whether an independent variable directly affects a dependent variable, 
regression analysis is used. Regression analysis can be done in three different ways: 
parametric, semiparametric, and nonparametric (Fernandes, 2021). The development of 
the nonparametric path model is carried out with the assumption that each function 
formed has the same data pattern shape, so that some researchers only use one approach. 
However, in actual cases in the field, there are often cases where the data pattern formed 
is different from each of the calculated functions. Therefore, researchers want to conduct 
research using the development of regression analysis, namely path analysis with a 
nonparametric Fourier series approach in modelling on time to pay credit in the banking 
sector. This research takes a case study in one of the banks in Indonesia (Bank X). 
Because the data is confidential, the name of the bank cannot be mentioned. 

The requirement for financial support from financial institutions is critical for the 
welfare and development of corporations. Giving clients credit makes it simpler for them 
to satisfy their everyday demands. According to Widayati and Putri (2019), one of the 
advantages of credit is that it promotes economic expansion and growth. One of the 
financial institutions that provides credit products is a bank. Customers have access to a 
range of credit options. Home Ownership Loan is one of the financial products that banks 
provide (KPR). The secret to our company’s success is how well we service our loans. 
When the loan management process is overworked, banks experience issues, one of 
which lowers the bank’s operational profit. The customer must make on-time loan 
payments in order to mitigate the danger of negative credit. His 5C Principles (Character, 
Capacity, Equity, Collateral, and Terms) can be used by banks to assess a borrower’s 
ability to make timely loan payments. 

According to Fernandes et al. (2017), Wright invented path analysis in 1934. 
Additionally, based on Solimun’s path analysis from 2002, the cause-and-effect model of 
the relationship between variables is tested. To ascertain whether there is a causal 
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connection between exogenous and endogenous variables, one method is to perform a 
path analysis. Path analysis is employed to ascertain not only the exogenous variables’ 
direct effects on the endogenous variables, but also the indirect effects that the exogenous 
variables have on the endogenous variables through the mediating role of the endogenous 
variables. 

Parameter-based path analysis and non-parameter-based path analysis are the two 
categories under which path analysis is broken down. When linearity assumptions are 
met, parameter-based route analysis can be utilised, but when they are not, nonlinear 
and/or nonparametric analysis are two viable studies. I can manage it. Solimun (2010) 
outlines his six underlying presumptions for path analysis. That is, the variables are 
related in a linear and additive manner, the residuals are normally distributed, the pattern 
of the relationship between the variables is recursive, and the link between the variables 
is minimum intrinsic variables in scales of measurement intervals, (5) Study variables 
were accurately measured, and (6) Analytical models were chosen in accordance with 
pertinent theories and notions. The linearity assumption is one that might cause changes 
to the model. The model’s form is affected by linearity assumptions. If the linearity 
assumptions are satisfied, path analysis is parametric; otherwise, one of two things can 
happen. When the nonlinearity’s shape is known but its shape is unknowable and lacking 
information, nonlinear path analysis is used. The nonparametric route analysis method is 
then used to that data pattern. Testing for linearity is a method for identifying 
relationships between variables. The regression specification error test (RESET) 
approach is one of them. 

Nurjanah et al. (2015) conducted a study on the selection of oscillatory parameters in 
Fourier series nonparametric regression analysis using high values of the vibration 
parameter between 60 and 99. The findings demonstrate that, in comparison to 99 
oscillations, 70 oscillations can yield a sufficiently high R2, and that numerous 
parameters, up to 72 parameters, must be evaluated. According to Wisisono et al. (2018), 
we must estimate various parameters up to 16 using oscillations with values ranging from 
1 to 18, as oscillations with a value of 16 can offer noticeably greater R2 than oscillations 
with a value of 18 is displayed. Soliha et al. (2018) using vibration parameters with 
values ranging from 3 to 6, vibrations with a value of 3 have a suitably high R2 compared 
to vibrations with a value of 6, necessitating the estimation of up to 8 parameters has 
demonstrated the capacity to deliver We can infer from some of these research that high 
oscillation levels do not always translate into high R2. Therefore, 2, 3, 4, and 5 vibration 
levels are compared in this study. The amount of characteristics that need to be calculated 
determines which vibration levels to compare. According to Soliha et al. (2018), 
vibrational parameters below 10 already produced R2 values that were quite high if the 
vibrational parameters were too large. 

Trigonometric polynomials with flexible properties, such as Fourier series, enable the 
model to respond to the local characteristics of the data in a useful way. Prahutama 
(2013) and Sholiha et al. conducted a survey on the modelling of Fourier series using 
nonparametric regression acted upon (2018). Prahutama (2013) studied the open 
unemployment rate in East Java using a Fourier series nonparametric regression analysis. 
Then, to estimate the sales strategy of common Madurese snacks, Sholiha et al. (2018) 
conducted a nonparametric regression analysis research of Fourier series based on sine 
and cosine. Sine and cosine data, which typically exhibit periodic functions, can be 
overcome by Fourier series (Prahutama, 2013), which has the advantage of being able to 
do so (Wisisono et al., 2018). Periodic refers to a circumstance that happens on a regular 
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basis (Nurjanah et al., 2015). The repeating data pattern, which repeats the values of an 
endogenous variable for several exogenous variables, is one type of data pattern 
appropriate for the Fourier series technique (Prahutama, 2013). Based on the foregoing 
description, the objective of this study is to estimate the Fourier series’ nonparametric 
path functions and to present lemmas and theorems for the analysis of these routes at low 
vibrational levels. The application of the Fourier series approach to route analysis to 
simulate the promptness of loan payments in the banking industry is a novel aspect of this 
study. 

2 Literature review 

2.1 Parametric regression analysis 
In Kutner et al. (2005)’s regression analysis, relationships between two or more 
quantitative variables are used to predict responses or outcomes using other variables. 
You can perform a straightforward linear regression analysis if you use predictors to 
forecast the response variable. An example of a straightforward linear regression model 
is: 

0 1i i iY Xβ β ε= + +  (1) 

with: 

iY : the value for the response at the ith observation 

0β : intercept parameter 

1β : slope parameter 

iX : the value for the predictor variable on the ith observation 

iε : error on observation i. 

In situations where there are numerous predictor variables, multiple linear regression 
analysis is used. In cases where more than one predictor variable is used to predict the 
response variable, Kutner et al. (2005) state that multiple linear regression analysis is one 
of the most frequently employed statistical techniques. The subsequent are examples of 
multiple linear regression models’ possible expressions: 

0 1 1 2 2i i i iY X Xβ β β ε= + + +  (2) 

The general linear regression model can be expressed as follows: 

0 1 1 2 2 1i i i p ip iY X X Xβ β β β ε−= + + + + +  (3) 

with: 

iY : the value of the response at the ith observation 

0β : intercept parameter 

1 2, , , pβ β β… : slope parameters 
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1 1, ,i ipX X −… : nilai variabel prediktor dalam pengamatan ke-i. 

i:  1, 2, ..., n. 

n:  number of observations 

iε :  error on observation i. 

Matrix approaches can be used to resolve the parameter estimation issue for multiple 
regression analysis with two or more predictors. The generic equation for multiple linear 
population regression models with up to p–1 predictors is equation (3). The regression 
equation can be expressed as follows with respect to n observations and p predictors: 

1 0 1 11 2 12 1 1 1p pY X X Xβ β β β ε−= + + + + +  

2 0 1 21 2 22 2 1 2p pY X X Xβ β β β ε−= + + + + +  

                                           (4) 

0 1 1 2 2 1n n n p np nY X X Xβ β β β ε−= + + + + +  

From the above formula, we can write in matrix form: 

11 12 1 11 1

21 22 2 12 2

31 32 3 13 3

1 2 1

1
1
1

1

p

p

p

n n npn n

X X XY
X X XY
X X XY

X X XY

ε
ε
ε

ε

−

−

−

−

⎛ ⎞⎛ ⎞ ⎛ ⎞
⎜ ⎟⎜ ⎟ ⎜ ⎟
⎜ ⎟⎜ ⎟ ⎜ ⎟
⎜ ⎟⎜ ⎟ ⎜ ⎟= +
⎜ ⎟⎜ ⎟ ⎜ ⎟
⎜ ⎟⎜ ⎟ ⎜ ⎟

⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠

 (5) 

A linear regression model in matrix form can be written as: 

Y β ε= +X  (6) 

Parameter estimation for parametric regression models using the matrix approach is done 
by minimising the number of squared errors. 

Yε β= − X  (7) 

( ) ( )'' Y Yε ε β β= − −X X  

Then it is derived with the parameter, namely β and equates to zero 
' ' ' ' ' ' 'Y Y Y Yε ε β β β β= − − +X X X X  

( )' ' ' ' ' 22Y Y Yε ε β β= − +X X X  

( )' ' ' ' 2' 2Y Y Yβ βε ε
β β

∂ − +∂ =
∂ ∂

X X X
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( )
'

0 2 2Yε ε β
β

∂ = − +
∂

' 'X X X  

( ) ˆ0 0 2 2Y β= − +' 'X X X  

( )' '2 2 Yβ =X X X  

( )' 'Yβ =X X X  

( ) ( ) ( )1 1' ' ' 'Yβ
− −

=X X X X X X X  

( ) 1' 'Yβ
−

=I X X X  

Therefore, the parameter estimates for multiple linear regression using the matrix 
approach are: 

( ) 1' 'Yβ
−

= X X X  (8) 

2.2 Nonparametric regression analysis 

When modelling data patterns, nonparametric regression is a very flexible regression that 
reduces researcher subjectivity (Soliha et al., 2018). When the typical requirements of 
parametric regression analysis (normality assumption, non-multicollinearity, and 
homoscedasticity) are not satisfied, nonparametric regression analysis is applied. In 
circumstances where there is little or no prior knowledge of the regression curve or data 
pattern, this strategy works best (Eubank, 1999). 

When data patterns are pressed against unknowable data, parametric regression can 
be dangerous. In other words, it may result in an erroneous regression model, which 
would bias the results of the hypothesis test. Nonparametric regression models can be 
employed as follows to uncover patterns in the relationships between predictor variables 
(X) and response variables (Y) whose curve shape is unknown (Soliha et al., 2018). 

( )ˆ
i i iY f x ε= +  (9) 

If the linearity assumption is met, then the analysis is continued by using parametric path 
analysis by fulfilling the following assumptions 2(0, )i Nε σ∼ . However, if the linearity 
assumptions are not met, the analysis uses nonlinear and/or nonparametric paths. 

where: 

iY : the value of the response variable on the ith observation 

ix : the value of the predictor variable in the ith observation. 

f̂ : regression curve. 
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i: 1, 2, ..., n. 

n: number of observations 

iε : error on observation i. 

2.3 Path analysis 

Path analysis was first developed in 1934 by a geneticist, Sewall Wright. Path analysis is 
a technique for estimating the effect of a set of independent variables on the dependent 
variable from a series of observed correlations. The purpose of path analysis is to 
measure the direct effect on each separate path in the system thereby finding out the 
extent to which the variation of a given effect can be determined by each cause. Solimun 
(2010) describes six assumptions that underlie path analysis, namely: 

1 The relationship between variables is linear and additive. The assumption of linearity 
can be checked with a scatter plot, but the results will be subjective. Another way of 
checking the assumption of linearity is with the Regression Specification Error Test 
(RESET) introduced by Ramsey in 1969. 

2 The errors are evenly spaced out (residual normality). The Kolmogorov-Smirnov test 
is used to determine whether residuals are normal. Widarjono (2005) claims that if 
the residuals are normally distributed, testing the influence of predictor variables on 
the response variable is valid. 

3 Recursive relationships exist between the variables (one-way causal flow system). 
The recursive model has the following characteristics: 

 a Between iε  are mutually free. 

 b Between iε  and Xi are free. 

4 Minimal endogenous variables in interval measures. 

5 Research variables were accurately measured 

6 Analysed models are specified using relevant theories and concepts. 

The linearity assumption is one that might cause changes to the model. The model’s form 
is affected by linearity assumptions. If the linearity assumptions are satisfied, path 
analysis is parametric; otherwise, there are two possibilities. Recursive relationships exist 
between the variables (one-way causal flow system). 

2.4 Nonparametric path analysis Fourier series 

Fourier series path analysis is a technique for nonparametric path analysis. Trigonometric 
polynomials called Fourier series are adaptable and can handle the local character of the 
data well (Wisisono et al., 2018). Data with triangular distributions (sine and cosine) can 
be addressed by Fourier series, which is advantageous (Prahutama, 2013). Repetition of 
dependent variable values for various independent variables is a data pattern that is  
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appropriate for the Fourier series technique. The nonparametric path function estimator 
for the Fourier series is (Tripena, 2009): 

0
1

1( ) ( ) ( ) ( ) cos
2

ˆ ˆ ˆ ˆ
K

i i k i
k

f x b x a a kxλ λ λ λ
=

= + +∑  (10) 

3 Methodology 

Primary data was used in this study. The data scale used is a second-order Likert scale, 
primary data was obtained from one of the banks in Indonesia (Bank X). Five exogenous 
factors, one intervening intrinsic variable, and one intrinsic variable all constituted the 
confiscation of data, measurement that can be changed based on the average result for 
each item. Latent variable data was obtained by using the average scale of all indicators 
for each variable in this approach. After obtaining the latent variables based on the 
average score of the questionnaire results, the data were analysed by using Fourier series 
nonparametric path function estimates. 

4 Result 

4.1 The lemma and theorem of nonparametric path analysis Fourier series 

Lemma 4.1: Form of Fourier Series Nonparametric Path Model at Oscillation Rate = 2. 
If given paired data ( 1 2 1 2, , ,i i i iX X Y Y ) with i = 1, 2, …, n; following the nonparametric 
pathway analysis model, we obtain the shape of the nonparametric pathway analysis 
function as shown in equation (11). 

f̂ α= X  (11) 

Writing the function for each response variable yields equation (12). 

1 1 1 2 1

2 2 1 2 1 2

( , )
( , , )

i i i i

i i i i i

Y f X X
Y f X X Y

ε
ε

= +
= +

 (12) 

The equation model is as follows 

1 01 11 1 11 1 21 1 21 2 31 2 41 2

2 02 12 1 12 1 22 1 22 2 32 2 42 2

32 1 52 1 62 1

1 cos cos 2 cos cos 2
2
1 cos cos 2 cos cos 2
2

c s 2

ˆ

ˆ

o

i i i i i i i

i i i i i i i

i i i

f a b X X X b X X X

f a b X X X b X X X

b Y cosY Y

γ γ γ γ

γ γ γ γ

γ γ

= + + + + + +

= + + + + + +

+ + +

 (13) 
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With the form of the matrix X is as follows 

11 11 21

12 12 22

1 1 2

11 11 11

12 12 12

1 1 1

1 cos cos 2 0 0 0 0
2
1 cos cos 2 0 0 0 0
2

1 cos cos 2 0 0 0 0
2

10 0 0 0 cos cos 2
2
10 0 0 0 cos cos 2
2

10 0 0 0 cos cos 2
2

n n n

n n n

x x x

x x x

x x x

x x y

x x y

x x y

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟=
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜
⎜
⎜
⎜
⎜
⎜
⎝ ⎠

X

⎟
⎟
⎟
⎟
⎟
⎟

 (14) 

And a  are as follows 

01 11 41 02 12 62
1 1
2 2

Ta a b a bγ γ⎛ ⎞= ⎜ ⎟
⎝ ⎠

 (15) 

So the dimension of the matrix for nonparametric path analysis of the series at the 
oscillation level = 2 is 

2 1 2 17 17 1nx nx xf α= X  (16) 

where: 

( )ijf X : Vector nonparametric regression function of the ith observation 
 nonparametric of the jth exogenous variable 

ijX : The jth exogenous variable matrix on the ith observation 

ijα : Parameter vector of the jth observation of the ith exogenous variable. 

4.2 Assumption of linearity 

The relationship between the variables Character (X1), Capacity (X2), Capital (X3), 
Collateral (X4), and Condition on Time (X5) to Obedient Paying Behaviour (Y2) through 
the Willingness to Pay (Y1) will be examined using path analytical modelling. A linearity 
test is the first step in the path analysis modelling process because it determines the type 
of relationship between the variables. To determine whether a relationship between 
variables is linear or non-linear, use the Ramsey Reset test. The results of the Ramsey 
Reset test between the variables in the study are shown in Table 1. 
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Table 1 Linearity assumption test results 

Research variable p-value Conclusion Research variable p-value Conclusion 
X1 →  Y1 0.909 Linear X2 → Y2 0.092 Linear 
X2 → Y1 0.001 Not Linear X3 → Y2 0.159 Linear 
X3 → Y1 0.234 Linear X4 → Y2 0.517 Linear 
X4 → Y1 0.129 Linear X5 → Y2 0.178 Linear 
X5 → Y1 0.029 Not Linear Y1 → Y2 0.033 Not Linear 
X1 → Y2 0.130 Linear 

 

     

We can see from the results of the aforementioned linearity test that there are three  
non-linear interactions between the variables: X2 and Y1, X5 and Y1, and Y1 and Y2. 
Therefore, nonparametric pathway analysis can be used for modelling. 

4.3 Comparison of GCV of each lambda on each oscillation 

4.3.1 Selection of the best model for each oscillation 
With values ranging from 0.2 to 0.9, the nonparametric path function at K = 2, 3, and 4 is 
estimated. First, λ  the GCV value will be used to choose the best value. The GCV value 
will be used to choose the best value. The lowest/minimum GCV number will be the 
outcome λ  in an optimal value. Table 2 shows the GCV value for each value of λ . 

Table 2 Selection of the best smoothing parameters 

Oscillation Lambda GCV Oscillation Lambda GCV 

0.2 89937.560 0.2 56588.770 
0.3 1560106.000 0.3 53643.340 
0.4 4598515.000 0.4 52256.130 
0.5 664767.600 0.5 51449.470 
0.6 332864.500 0.6 50922.030 
0.7 227785.800 0.7 50550.240 
0.8 178524.700 0.8 50274.070 

2 

0.9 150476.400 

 
4 

0.9 50060.820 
0.2 94060.860 0.2 56588.770 
0.3 73789.970 0.3 53643.340 
0.4 66028.350 0.4 52256.130 
0.5 61945.170 0.5 51449.470 
0.6 59429.910 

 

0.6 50922.030 
0.7 57725.930  0.7 50550.240 
0.8 56495.590  0.8 50274.070 

3 

0.9 55565.640  

5 

0.9 50060.820 
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This provides the lowest lambda value at any vibration level in Table 2. The best path 
analysis model for vibration levels 2, 3, 4, and 5 is also determined using a coefficient of 
determination calculation. Table 3 displays the coefficient of determination for each 
oscillation. 

Table 3 Each oscillation’s coefficient of determination value 

Oscillation Coefficient of determination 
2 0.762 
3 0.775 
4 0.780 
5 0.770 

Using Table 3, we find that K = 4 has the highest coefficient of determination (78%). So 
the best model when oscillating is 4 with a lambda of 0.9 and many parameters in the 
range 31 to 37 R2. 78% indicates that the variance is correct. Time to payment is 78% 
explained by personality, customer, capital, collateral, and economic conditions, with the 
rest explained by other variables. In line with research conducted by Apriana et al. (2017) 
entitled Analysis of the Effect of Credit Prerequisites (5C) on the Smooth Payment of 
Customer Installments at Bank Kalsel Antasari Sentra Unit Banjarmasin, the results show 
that character, and collateral have a significant effect on the smoothness of credit 
payments. Another study conducted by Wahyuni (2019) entitled Analysis of the Effect of 
5C on the Smooth Payment of the Future Package of BTPNS, it was found that economic 
conditions, character, and capital had a positive effect on the smoothness or accuracy of 
payments. The following is a nonparametric path analysis function with the best Fourier 
series approach: 

 

 
The actual and predicted data plots on the nonparametric path function of the Fourier 
Series when the oscillation is equal to 4 can be seen in Figures 1–11. 
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Figure 1 The plot of actual and predicted data between variables X1 and Y1 (see online version 
for colours) 

 

Figure 2 The plot of actual and predicted data between variables X2 and Y1 (see online version 
for colours) 

 

Figure 3 The plot of actual and predicted data between variables X3 and Y1 (see online version 
for colours) 

 

Figure 4 The plot of actual and predicted data between variables X4 and Y1 (see online version 
for colours) 
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Figure 5 The plot of actual and predicted data between variables X5 and Y1 (see online version 
for colours) 

 

Figure 6 The plot of actual and predicted data between variables X1 and Y2 (see online version 
for colours) 

 

Figure 7 The plot of actual and predicted data between variables X2 and Y2 (see online version 
for colours) 

 

Figure 8 The plot of actual and predicted data between variables X3 and Y2 (see online version 
for colours) 
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Figure 9 The plot of actual and predicted data between variables X4 and Y2 (see online version 
for colours) 

 

Figure 10 The plot of actual and predicted data between variables X5 and Y2 (see online version 
for colours) 

 

Figure 11 The plot of actual and predicted data between variables Y1 and Y2 (see online version 
for colours) 

 

Based on the actual data plots and the predictions made for each variable in Figures 1–11, 
we find that using the Fourier series approach to estimate the path function does a good 
job of explaining the model. This is indicated by the blue dots extending above the red 
line or around the line of the fitted Fourier series function where the actual data were 
predicted, resulting in small residuals. 

5 Conclusions 

Function estimation in nonparametric path analysis by Fourier series approach is: 

( ) 1 ' 1 1ˆ ( ) 'n X X D n X yα λ λ− − −= +  
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The nonparametric path function formed for each oscillation is obtained from the lambda 
with the optimal value. That is, when the GCV is minimal. The best model for each 
vibration is: 

a K = 2 while λ = 0.2 

b K = 3 while λ = 0.9 

c K = 4 while λ = 0.9 

d K = 5 while λ = 0.9 

The best nonparametric path model that can explain the 5C variable of time to pay by 
willingness to pay is the case with an oscillation K = 4 in R2 of 78%. Effect of simulation 
on the coefficient of determination: The larger the sample size used, the larger the 
coefficient of determination obtained; the smaller the sample size used, the smaller the 
coefficient of determination. Optimal vibration and lambda levels are reached when 
vibration and lambda are neither too high nor too low. The best point is 1 and the best 
degree is when squared. A model with optimal vibration, lambda, order, and node 
provides a high coefficient of determination. 
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