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Abstract: Rapid expansion of cloud computing raises several issues,
including loss of quality of service (QoS) due to resource sharing and
increased security concerns to virtual machines (VMs) resulting from
co-residency with other vulnerable VMs on the same physical machine (PM).
However, due to lack of reliable security metrics and consolidation of VMs
without awareness of security risk, cloud datacentre’s threat score increases.
We present a priority-based secure virtual machine allocation policy that
calculates five-dimensional threat score and lowers the overall datacentre
threat score after prioritising the threat score based on attack surface which
reduces average value by 9% and maximum of 18% when compared with
power aware best fit decreasing (PABFD) policy with maximum increase of
4% in energy consumption at priority (0.5, 0.3, 0.2) for network, VMM along
with hosted VM’s and PM respectively. The comparative analysis with similar
security-based studies assures to deliver better service quality.
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1 Introduction

The shift to cloud computing has improved the efficiency of virtual work places and
the provision of digital services. More businesses will adopt virtual workplaces in the
upcoming years, utilising a variety of services (Goasduff and Stamford, 2021) Pay per
use, on-demand features enable firms to outsource a portion of their operations on
cloud in order to speed up services and increase value. Despite the fact that many
different factors influence security, cloud computing technologies like virtualisation and
multitenancy, along with their on-demand features, open up new security entry points
for malicious actions (Parast et al., 2022). Recent studies have concentrated on virtual
machine consolidation as a viable solution to address energy consumption issues in
cloud datacentres without going against service level agreements (Escheikh et al., 2018)
nevertheless, the detrimental effects of VM consolidation on security have received
little attention. With the adoption of multitenancy in cloud computing, computers from
diverse businesses are situated close to one another and granted access to shared memory
and resources, resulting in a new attack surface (RA, 2016). In order to construct secure
higher-level clouds, having a locked IaaS cloud is a requirement. IAAS level attacks on
VMs, VMMs, or networks are conceivable as a result of the multitenancy environment
(Vaquero et al., 2011). The usage of virtualisation enables third party cloud providers to
multiplex several client VMs across a shared physical infrastructure in order to maximise
the utilisation of existing capital expenses. Co-resident attacks are reported to be viable
due to shared resources that result in information gain (Ristenpart et al., 2009). The
VM allocation policy is crucial in preventing co-residency attacks. Cloud security is
impacted by the placement of VMs in the cloud datacentre, which also has a significant
impact on QoS. While spinning the VM request there is a need to consider the threats
associated with the datacentre to avoid the possibility of attacks due to co-residency.

In this paper, we propose the novel priority-based secure virtual machine placement
algorithm based on 5-dimensional threats along with related attack surface priorities
associated with VMs in datacentres. Appropriate host is mapped to the new VM instance
after threat score is calculated. We have considered the datacentre components present at
the IAAS level which help to spin a new VM instance in the datacentre. We propose an
algorithm for VM placement that will consider the threats at different levels as shown
in Figure 1 and accordingly select the host from the datacentre. The threats assessment
metrics considers threats which are based on vulnerability score and are associated
with the VM image, the VMM used to create VM instances, the other co-located VMs
on the specific VMM, network vulnerability associated with direct paths and common
services, and the vulnerability score for PMs, which provides the overall datacentre
threat score (ODTS). Attacks originating from VMs and leading to side channel attacks
are studied and classified. Based on classification, priorities are decided for the threat
scores. The algorithm helps to select the appropriate host from the cloud datacentre
which bounds the ODTS to remain low. Even after placing the new VM request in
the cloud datacentre, the ODTS does not exceed the mean of the ODTS. In this way,
the ODTS does not have a significant change and helps to keep the security intact.
Every time the new VM instance is ready for spinning, the new ODTS is calculated
hence there is continuous monitoring of the datacentre threats while placing the new
VM instance. We have considered the initial placement of the new VM on the basis of
ODTS and utilisation, hence avoiding the need for immediate migration.
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We have used cloud-sim to evaluate the algorithm. Cloud-sim is a well-known and
dependable cloud simulator however, we have done significant modifications to calculate
and accept the threat scores for the datacentre. After a few modifications, we have
compared our algorithm with the power-aware best fit decreasing (PABFD) which is
default VM selection algorithm available in cloud-sim. The work is also compared with
similar studies on basis of threat score.

Figure 1 Datacentre threat assessment metrics (see online version for colours)

Simulation results show that the VMs placed by priority-based secure virtual machine
allocation policy show elevated security enhancements by keeping the overall datacentre
threat score below the mean value and limits the overall datacentre threat score resulting
in reduced average value by 9% and maximum of 18% when compared with power
aware best fit decreasing (PABFD) policy having the maximum increase of 4% in energy
consumption when the priority are set to (0.5, 0.3, 0.2) for the network, VMM along
with hosted VM’s and PM respectively. This enhances cloud security and assures to
deliver better service quality.

Rest of the paper is organised as follows: Section 2 represents the related work.
In Section 3, our methodology is explained. Next in Section 4, simulation results are
explained and Section 5 covers the conclusion and future scope.

2 Related work

Virtual machine placement is a critical operation that is conducted to determine the most
appropriate PM or server to host the VM. Selecting a suitable host is very important to
improve power efficiency, resource utilisation, and QoS support in a cloud computing
environment. It is difficult to find the optimal solution for placing the VM in a large
datacentre with unpredictable VM requests and load is shown to be an NP-hard problem.
Host underload detection, host overload detection, VM selection, and VM placement
are the four phases that make up the VM placement policy. While considering the VM
placement, objectives like resource-aware, cost-aware, power-aware, network-aware, and
performance-aware policies are considered ignoring the impact of such placements on
the co-residence security of the virtual machines. Many attempts have been done to
reduce the co-residency, Based on VM placement, authors in sought to reduce the
hazards associated with the multi-user environment. According to Afoulki et al. (2011)
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suggestion, a list of users who should not be assigned to the same host together based
on users’ opponents should be created. Knowing users and enemies is necessary for
their strategy, which is challenging in public clouds.

Han et al. (2015) gave an approach that models to maximise the efficiency and
coverage rates required for attackers to occupy as many servers as possible with the
minimum number of VMs. This is achieved by placing the request on previously
selected server first and if not found than select the server with least number of VM’s
hosted, however the drawback is from users’ point of view, as the failure of one server
will impact all the VMs of a user. Hasan and Rahman (2020) analyses the co-resident
attacks and corresponding defence strategies, with respect to benign and malicious VMs
and the defender, i.e., the VM monitor (VMM), using a signalling game model. The
solutions to the game provide optimal defence strategies for the VMM with respect
to the expected number of malicious VMs in collaboration. They evaluate the game
results through simulations of various synthetic attack scenarios. The results show that
the defender can effectively resist co-resident attacks by distinguishing the benign and
malicious VMs. We have observed that some of the important parameters such as
Poisson distributed process, maximum time bond for the information gain, cost is not
considered which has higher chances to decrease the equilibrium results.

Gaggero and Caviglione (2018) proposed a holistic placement framework
considering conflicting performance metrics, such as the service level delivered by
the cloud, the energetic footprint, hardware or software outages, and security policy
which devise optimal mapping between virtual and physical machines. It has proposed a
framework to choose how to deploy VMs on PMs by pursuing conflicting performance
goals, such as counteracting hardware outages or software aging issues, ensuring proper
security policies, maintaining a suitable service level, and reducing power requirements.
To compute the optimal strategies a method based on MPC is developed, which has
allowed taking into account constraints while exploiting future information but security
is addressed merely by grading the SLA for security.

Han et al. (2018) proposed a multi-objective method called security-ware
multi-objective optimisation-based virtual machine placement algorithm (SMOOP). This
algorithm considers three objectives to optimise that is security risk, resource waste
and network traffic. One of the advantages of this method compared to others is
that cloud providers can extend their objectives and define new constraints such as
the migration cost or energy consumption, based on their preferences. Of course,
a set of shortcomings still exist. For example, the hesitancy and uncertainty in the
calculation of the aforementioned objectives have not been considered. Also, the priority
of these objectives is another compelling point that is not reflected. Zhang et al. (2011)
introduced HomeAlone, a system that lets a tenant verify its VMs’ exclusive use of
a physical machine. The key idea in HomeAlone is to invert the usual application of
side channels. Rather than exploiting a side channel as a vector of attack, HomeAlone
uses a side-channel (in the L2 memory cache) as a novel, defensive detection tool.
By analysing cache usage during periods in which ‘friendly’ VMs coordinate to avoid
portions of the cache, a tenant using HomeAlone can detect the activity of a co-resident
‘foe’ VM. It includes classification techniques to analyse cache usage and guest
operating system kernel modifications that minimise the performance impact of friendly
VMs sidestepping monitored cache portions.

In Feizollahibarough and Ashtiani (2021), the authors proposed a security-aware
virtual machine placement scheme to reduce the risk of co-location for vulnerable virtual
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machines. Four attributes are introduced to reduce the aforementioned risk including the
vulnerability level of a virtual machine, the importance level of a virtual machine in the
given context, the cumulative vulnerability level of a physical machine, and the capacity
of a physical machine for the allocation of new virtual machines. Limited number of
static attributes for risks is considered and the network risk calculated can be the need of
any specific application which can be rated as false prediction as the problem is solved
with fuzzy logic. Al-Haj et al. (2013) describe the formation of security groups on the
basis of reachability requirements after calculating the virtual machines vulnerability
score as well as virtual machines impact score and maps the placement.

Agarwal and Duong (2019) perform theoretical and empirical analysis of their
algorithm previously co-located users first and creates co-location resistance for virtual
machines. The algorithm chooses those physical machines which belong to the users
who already have virtual machine instances hosted, in order to gain co-location near the
existing instances. Azar et al. (2014) presented a random placement technique in which
each PM in the data centre is dynamically designated as either OPEN (ready to accept
more Vms), CLOSED (cannot accept more VMs), or EMPTY (do not host any VMs).
A preset code parameter makes sure that PMs are always kept precisely OPEN. When a
new VM request comes in, it is randomly assigned to PM Pjs from among OPEN PMs.
To retain the precise number of PMs open, when Pj is full, it is tagged as CLOSED, and
a PM identified as EMPTY is reclassified as OPEN. Deallocation of VMs is not covered
by any policies. Yu et al. (2014) suggested a strategy for placement and migration based
on Chinese wall policy. Relocation was suggested for the virtual machine based upon
the isolation rules set upon the value of aggressive conflict of interest relation for every
user. While this method has given appropriate rule sets for isolation, utilisation cost is
not considered.

Our work focuses on the priority-based attack surfaces which are originating from
the virtual machine in a cloud datacentre and gains co-location leading to various
side channel attacks. We have considered all the datacentre components vulnerability
mentioned in threat model. The selected priority values give the optimal solution
satisfying security and energy consumption which is also important for cloud providers
to reduce the carbon footprint.

3 Methodology

Threat assessment model calculates threat score and secure VM placement approach
maps the VM instance to the physical machine. Datacentre consists of physical
machines, virtual machine managers, network modes for direct communication and
common services, VMs hosted on the virtual machine manager and virtual machine
images. Attacker can compromise any of these component’s vulnerabilities after gaining
co-residency leading to stealing information and side channel attacks. To resist these
attacks our approach calculates the threat score on the basis of vulnerability and maps
the vm instance to physical machine. Our approach is also energy efficient along with
security aspect that can be applied to cloud datacentres while VM consolidation. The
approach limits the datacentre threat score which ensures the secure placement of virtual
machines.

The threat assessment model calculates 5-dimensional threat score discussed below.
Priorities of threats are considered on the basis of their impact while mounting the
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co-residency attacks hence threat model considers threat priority α while calculating host
threat score. The ODTS does not exceed the mean of the ODTS, even after spinning
the new VM request to the cloud datacentre. With the security maintained in this way,
there isnt any significant change to the datacentre threat score. To achieve the minimum
ODTS we have used the threat assessment model and the algorithm which is discussed
in Subsections 3.1 and 3.2.

3.1 Threat assessment model

The system uses a security-aware threat assessment model which prioritises the threats
associated with the VM placement in the datacentre. Threat assessment model is
responsible to consider vulnerabilities at various levels in the datacentre. Datacentre
consists of physical machines, virtual machine managers, virtual machine images,
network communication based on direct communication to the VMs on the same
physical machines or different physical machines in the same datacentre, ports and
network communication through common services. Figure 2 shows the block diagram
for threat assessment model

Figure 2 Block diagram for threat assessment model (see online version for colours)

3.1.1 Prioritise the threat

Threats associated with datacentre from the above mentioned model have different
impact which depends upon the severity of vulnerability and difficulty to exploit the
vulnerability. Earlier survey has shown that virtual machines have the maximum attack
surface on infrastructure as a service leading to violation of service level agreements.
It is observed that virtual machine is used more than 80% as attack source. These
findings have given the direction to study impact of cloud attacks on various components
required to create and run VMs in a cloud datacentre. Past studies in Table 1 mention
the types of attacks, its common vulnerability score count, its severity. Literature shows
the various techniques followed by attackers to have the stated impact. The summary of
survey is depicted in Table 1.
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Table 1 Attacks originating from virtual machine in cloud datacentre

Ty
pe
s
of

at
ta
ck
s

C
VE

co
un
t

Se
ve
ri
ty

Te
ch
ni
qu
es

us
ed

Im
pa
ct

N
et
w
or
k-
ba
se
d
at
ta
ck
s
(M

el
l
et

al
.,

20
07
;
O
W
A
SP
,
20
22
;
Li
n
an
d
Le
e,

20
12
)

19
81

H
ig
h
an
d
cr
iti
ca
l

Po
rt
sc
an
ni
ng

D
ist
rib
ut
ed

po
rt
sc
an
ni
ng
,
de
ni
al

of
se
rv
ic
e

Bo
tn
et
s

Bo
tn
et

us
in
g
A
m
az
on

cl
ou
d
as

co
m
m
an
d
an
d

co
nt
ro
l
se
rv
er

Sp
oo
fin
g
stt
ac
ks

A
RP

sp
oo
fin
g
by

V
M

V
M
-b
as
ed

at
ta
ck
s
(L
iu

et
al
.,
20
14
;

G
ro
ba
ue
r
et

al
.,
20
10
;
G
ru
sc
hk
a

an
d
Je
ns
en
,
20
10
;
Zh
ou

et
al
.,

20
13
;
Fe
rn
an
de
z
et

al
.,
20
13
)

30
2

H
ig
h
an
d
cr
iti
ca
l

Cr
os
s
V
M

sid
e
ch
an
ne
l
at
ta
ck
s

Vi
ol
at
io
n
of

da
ta

pr
ot
ec
tio
n

V
M

cr
ea
tio
n
at
ta
ck
s

Vi
ol
at
io
n
of

da
ta

pr
ot
ec
tio
n

V
M

sc
he
du
le
r-b

as
ed

at
ta
ck
s

Th
ef
t-o
f-s
er
vi
ce

Ti
m
ed

sc
he
du
lin
g
us
in
g
hy
pe
rv
iso

r
th
ef
t-o
f-s
er
vi
ce

Th
ef
t-o
f-s
er
vi
ce

V
M

re
pl
ic
at
io
n

Vi
ol
at
io
n
of

da
ta

pr
ot
ec
tio
n

V
M
M
-b
as
ed

at
ta
ck
s
(S
ze
fe
r
an
d

Le
e,

20
12
;
Zh
ou

et
al
.,
20
13
)

23
3

M
ed
iu
m

an
d
hi
gh

V
M

m
ig
ra
tio
n
an
d
ro
llb
ac
k
at
ta
ck
s

Vi
ol
at
io
n
of

da
ta

pr
ot
ec
tio
n,

m
al
ic
io
us

m
an
ip
ul
at
io
n
of

da
ta

(Ia
aS
)

V
M

im
ag
e
ac
ce
ss

an
d
re
lo
ca
tio
n
w
ith

in
se
cu
re

hy
pe
rv
iso

r
Vi
ol
at
io
n
of

da
ta

pr
ot
ec
tio
n,

de
ni
al
-o
f-s
er
vi
ce

V
M

es
ca
pe

an
d
V
M

ho
pp
in
g
to

ac
ce
ss

in
fo
rm
at
io
n
of

ot
he
r
V
M
s
an
d
im
pa
ct

hy
pe
rv
iso

r
ex
ec
ut
io
n

Vi
ol
at
io
n
of

da
ta

pr
ot
ec
tio
n,

de
ni
al
-o
f-s
er
vi
ce

Co
m
m
un
ic
at
io
n
fo
r
V
M

m
ig
ra
tio
n
an
d

m
em

or
y
ac
ce
ss

Vi
ol
at
io
n
of

da
ta
pr
ot
ec
tio
n,

de
ni
al
-o
f-s
er
vi
ce

Ph
ys
ic
al

m
ac
hi
ne
-b
as
ed

at
ta
ck
s
(L
iu

an
d
Ch

en
,
20
11
)

50
Lo
w

an
d
m
ed
iu
m

Vu
ln
er
ab
ili
tie
s
as
so
ci
at
ed

w
ith

la
te
st

se
rv
er
s

M
isc
on
fig
ur
at
io
n
at

da
ta
ce
nt
re
s,

vu
ln
er
ab
ili
ty

ex
pl
oi
ta
io
n,

m
al
w
ar
e
at
ta
ck
s



Priority-based security-aware virtual machine allocation policy 47

Figure 3 Various attacks originating from VM in cloud datacentre (see online version
for colours)

We have summarised the coverage of attacks in Figure 3. which shows 77% coverage
for network-based attacks, 21% for VMs along with VMM and 2% for physical
machine attacks. Referring to above study network threats are considered to be the
biggest security challenge as it can lead to various attacks (Bogdanoski et al., 2013)
following the consolidated threats from VMM and VM’s placed on the host. The
physical machine threats are having the lowest weightage priority, because it is difficult
to exploit physical machine vulnerabilities, attackers avoid choosing that route to
infiltrate the target computer, however possibility of misconfiguration at the client
side cannot be ruled out. Depending on this analysis, we have set α1, α2, and α3
as the priority giving the weights as α1 > α2 > α3 where α1 the weight given
for the network threat, α2 is the weight given for the VMM along with the hosted
VM’s on it and α3 is for physical machine threat. In the experimentation we have
run multiple triplets where α1 > α2 > α3 and decided to gave the maximum share
of 50% to network threats even though our literature gave the 77% coverage due
to significant difference in energy consumption explained in Figures 5 and 7 for
(0.5, 0.3, 0.2) and (0.6, 0.25, 0.15) under results section. Efficient energy consumption
is necessary along with security in view of cloud service providers to reduce the carbon
footprint. However, it is worth mentioning that cloud service provider can define the
priority values according to the client requirements and add security for additional cost.

3.1.2 Calculation of security threats

A common tool to assess the vulnerabilities of software or hardware is the CVSS (Maris
and Wiles, 2019). To create the vulnerability list for each PM or VM, we can utilise
vulnerability scanner tools like Nessus and Qualys. The CVSS score rates the severity
of vulnerabilities on a scale between 0 and 10. If different tools are utilised to rate
vulnerabilities, we can pick CVSS as our reference point to standardise all vulnerability
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scores. Table 2 represents the standard qualitative severity rating scale considered for
the CVSS scores. The threat analysis is briefed as below.

Table 2 Standard qualitative severity rating scale

VM_CVSS_Base_Score < = 3.9 Low threat analysis score
VM_CVSS_Base_Score > = 4.0 && Medium threat analysis score
VM_CVSS_Base_Score < = 6.9
VM_CVSS_Base_Score > = 7.0 && High threat analysis score
VM_CVSS_Base_Score < = 8.9
VM_CVSS_Base_Score > = 9.0 && Critical threat analysis score
VM_CVSS_Base_Score < = 10.0

3.1.2.1 Network threat analysis

If the attackers VM gets success in gaining the co-residency it may exploit the other
VMs present on the host. Network threat analysis considers direct communication paths
associated with virtual machines, port communication and the communication through
common services. Increase in number of hops increases the attack complexity hence we
are limiting scope of this study to direct paths. To calculate the host threat score in the
datacentre, we consider the network threat associated with the virtual machines which
are already hosted on a particular physical machine. Following assessment encompasses
all potential attack routes in a cloud.

• direct communications paths established by the hosted VM within the host and to
other hosts

• port communication under the particular virtual private network

• common services shared among the VM’s for example web services and the
database server, which can lead to various attacks.

So we give the network threat analysis score for a virtual machine in the datacentre as

TANWVM =
∑

(NW(directpath), NW(port), NW(commonservices)) (1)

The network threat analysis for the new virtual machine request is be calculated by the
direct paths. The VM will fall in any virtual private cloud and hence the open ports
for communication will be known. Following equation states the network threat analysis
score for the new VM.

TANWVM =
∑

(NW(directpath), NW(port)) (2)

3.1.2.2 Threat analysis of all the virtual machines on the VMM

The threat assessment score for virtual machine monitor is considered by self
vulnerability and the VM’s hosted on that virtual machine monitor.



Priority-based security-aware virtual machine allocation policy 49

1 Virtual machine manager threat analysis (TA_VMM): This is a threat analysis
where the vulnerabilities associated with the different VMM’s offered by cloud
service provider like Xen, and KVM, in the data centre are considered. To
quantify the vulnerability of N types of VMM, lets consider the list of virtual
machines managers in a datacentre TAVMMDC = {VMM1, VMM2, VMM3,
…, VMMn}. Virtual machine manager threat analysis is given by where K is the
virtual machine manager chosen for creating virtualisation. Vulnerability is
calculated using scanning tools.

2 Virtual machine threat analysis: This is a dynamic threat analysis where the
vulnerabilities associated with the image selected for different virtual machines are
considered. Let us consider the various images provisioned by the cloud
datacentre as VMDC= {VM1, VM2, VM3, …, VMn} so the virtual machine
threat analysis TAVM is given by VMK where K is the virtual machine image
chosen by clients for creating new VM instance. Vulnerability is calculated by
scanning the VM image repository in cloud datacentre.

3 Calculation of threat analysis of all the virtual machines on the VMM:

TAVMMV M

= TAVMMK +

(
n∑

k=0

TAVMK

)/
(Number of VM ′s on the VMMK)

(3)

where TAVMK is calculated and average is taken for all the virtual machines
hosted on a particular virtual machine manager. TAVMMV M is the consolidated
virtual machines threat analysis score with respect to particular VMM. This
consolidated score mentions the threat score from co-resident virtual machines on
the host. This can be explained with a scenario that a VMM of type XEN is used
for creating virtualisation environment and it has four VMs running on it, in that
case TAVMMK represents the vulnerability of XEN hypervisor and∑n

k=0 TAVMK represents vulnerability score of four VMs.

3.1.2.3 Physical machine threat analysis

This is a static type of threat analysis where the vulnerabilities associated with the
physical machines in the data centres are considered. To quantify the vulnerability
of each physical machine in the data centre having n physical machines (PM) than
PM = {PM1, PM2, PM3, …, PMn}. The threat analysis for physical machines in data
centre TAPM is given by, PMK Where k is the physical machine serving as host in
the datacentre.

3.1.2.4 Host threat analysis score

Datacentre host threat score TAHOST is calculated by considering priorities as
discussed in Subsection 3.1.1. as shown below:

TAHOST = TAPM ∗ α3 + TAVMMVM ∗ α2 + TANWPM ∗ α1 (4)

where α1, α2 and α3 are the priority for network threat, virtual machine manager along
with the VMs and the physical machine threats respectively.
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3.2 Priority-based secure VM allocation policy

The proposed approach calculates the threat assessment score for all the hosts present in
the datacentres as well as the threat score for the virtual machine. The admissible treat
score for the entire datacentre should be less than the mean threat analysis host score
which is given by the mean of TAHOST

TAPermissible =

n∑
k=0

TAHOST k

/
Number of available TAHost (5)

The host threat score should be lower than the permissible threat analysis score when
it is chosen to host new VM requests. In this way, it helps to minimise the overall
threat score of the datacentre. We keep the benchmark for the standard CVSS score as
mention in Table 3. For experiment purpose we have considered low and medium threat
analysis score as minimum while the high and critical score as maximum. The cloud
service providers can take it to more granular level. We propose the security strategy
for reducing the datacentre threat analysis score while placing the new VM request.

Figure 4 Algorithm for VM selection

The algorithm accepts the new VM request and calculates the threat analysis associated
with VM, host, host utilisation and the permissible value by the equations mentioned
above. Depending on the value of TAVM the placement strategy is decided. Here we
are assuming the values of TAVM as max and min where max value lies between
[5, 7] and min value lies between [1, 4.9]. Threat score values for the VM above 7
will not be considered suitable for placement. In order to keep the ODTS minimum, the
four strategies are drawn. Our approach maps the VM instance with appropriate host
in such a way that the risk is distributed among the hosts present in datacentre. While
achieving this goal, more active hosts are observed in datacentre which increases the
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energy consumption. Security is considered as primary goal along with VM resource
utilisation requirements before VM placement.

Table 3 Strategy for reducing the datacentre threat

Strategy TAV M TANWV M Host selection

1 Max Max TA host(permissible−min), TA(Utilisation−min)

2 Max Min TA host(permissible−mean), TA(Utilisation−max)

3 Min Min TA host(permissible−max), TA(Utilisation−mean)

4 Min Max TA host(permissible−mean), TA(Utilisation−max)

4 Simulation and results

We have used cloud simulator tool for simulating the cloud environment. CloudSim
is a framework for modelling and simulation of cloud computing infrastructures and
services (Calheiros et al., 2011). We have used CloudSim packages like CloudSim2.,
Org.cloudbus.CloudSim, CloudSim.ext for simulation of the algorithm and cloud
analytics is used to show the user interface and plotting the graph. The policy classes
from org.cloudbus.CloudSim are used for imitating the policy behaviour of a cloud
component. the The classes that comes under this category: VMAllocationPolicy,
CloudLetSchedulingPolicy, VMSchedulingPolicy, UtilisationModel. The CloudSim
packages CloudSim.ext are modified and jar files are added in order to accept the
above stated threat analysis. The CloudSim gui screens are added using Javabeans. The
CVSS score is gathered for top 50 vulnerabilities in top 10 operating system, virtual
machine manager, ports and used for the simulation purpose. Table 4 shows the details
considered.

For the experimental purpose we have considered one datacentre with 800 physical
machines of two types and virtual machines from {10 to 1,500} in the below stated
interval of two types, with the following configurations shown in Tables 5 and 6.

Table 4 Vulnerabilities considered for VM, PM, VMM, network

Top 10 operating system Most popular VMM Commonly used ports
Debian Linux Openstack Core Ftp/21
Windows 10 KVM SSH/22
Ubuntu Linux POWER Hypervisor IBM SMTP/25
Mac OS X XEN DNS and WINS Server Could/53
Linux Kernel Windows Hyper-V HTTP/80
Windows Server 2016 Vmware Esxi HTTPS/443
Windows Server 2008 Oracle VirtualBox TCP
Windows 7 UDP
Windows Server 2012

CloudSim is a well-known cloud simulator having simple VM allocation policy which
follows the default power aware best fit decreasing order VM placement and power
model for used PMs. We have compared our approach with this policy to find overall
threat analysis. We have considered the check on the permissible risk while placing the
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new VM request which results in lower values for the datacentre risk score as compared
to simple power aware best fit decreasing policy. Workload traces from dataset PlaneLab
22-03-2011 are selected to conduct experiment.

Table 5 Virtual machine specification

VM specification Type 1 Type 2
Total MIPS 2,500 1,000
Total processor units 1 1
Total RAM 1 GB 1 GB
Total bandwidth 100 Mbits/s 100 Mbits/s
Total storage size 2.5 GB 2.5 GB

Table 6 Physical machine specification

PM specification Type 1 Type 2
Total MIPS 2,660 1,860
Total processor units 2 2
Total RAM 8 GB 8 GB
Total bandwidth 1 GB 1 GB
Total storage size 80 GB 80 GB

Figure 5 shows that when increasing number of VM’s are created in the datacentre from
10 to 1,500 keeping the α (0.5, 0.3, 0.2) there is an increase in overall datacentre threat
score. It is observed that in two cases 30, and 40 number of VMs, the threat score
exceeds as when compared with the PABFD selection policy, but when the number
of VM’s increases the ODTS is observed to increase within limits by controlling the
outliers. Figure 6 depicts the energy consumption comparison for the same priority
values between Secure policy and PABFD. It is observed that the energy consumption
increases by average 9% for secure policy. In 70% of the cases for secure policy, the
datacentre threat score is lower than the ODTS which indicates lesser attack surface
for the coresidency attacks. This ensures to keep the threat level under control and
strengthens the trust among customers and cloud service providers.

To find the optimum priority values we repeated the experiments with α (0.6, 0.25,
0.15) as shown in Figure 6 and observed that there is a significant decrease of 11% in
the ODTS but Figure 8 shows sharp increase of 13% in the energy consumption when
compared with PABFD selection policy. In order to limit the ODTS, the datacentre
selects the physical machine with lower host threat score and also limits the resource
utilisation hence adding more number of active physical machines to the datacentre.
Cloud service providers can offer both level of security as a service as per client
requirement. In the related work section current research work has been reviewed.
Further we compare our approach with three distinct studies of Agarwal and Duong
(2019), Azar et al. (2014) and Yu et al. (2014). With the same simulation environment
in CloudSim with 800 physical machines of two types and by adding the number of
virtual machines from 10 to 1,500, threat score for overall datacentre was calculated.
Host threat score is likewise low if datacentre threat score is low. It is observed from
the results shown in Figure 9 that our approach has lower threat score for most of
the iterations compared with three studies, except in two cases when less number of
virtual machines are spinned. Agarwal and Duong demonstrated better performance
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when 30 virtual machines were used, while Azar et al. demonstrated better performance
when 50 virtual machines were spinned. When higher number of virtual machines are
placed the results are better in each iteration.

Figure 5 Threat score with priority values as (0.5, 0.3, 0.2) (see online version for colours)

Figure 6 Energy consumption for (0.5, 0.3, 0.2) (see online version for colours)

Figure 7 Threat score with priority values as (0.6, 0.25, 0.15) (see online version for colours)
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Figure 8 Energy consumption for (0.6, 0.25, 0.15) (see online version for colours)

Figure 9 Threat score comparison of proposed secure policy with three other studies
(see online version for colours)

Placement of the virtual machine in cloud datacentre after considering security with
respect to virtual machine, network, co-located virtual machines and virtual machine
manager on the basis of priority of severity impact adds novelty to the work. Our
approach also shows financial impact in terms of cost saving towards carbon footprint
while offering the secured virtual machine placement policy.

5 Conclusions

In this paper, we provide a priority-based secure virtual machine allocation policy which
will do the threat assessment before host selection. We estimate the overall datacentre
threat score by using 5-dimensional threat assessment model and follow the secure
policy algorithm to select the host which keeps the overall datacentre threat score low
in order to avoid co-residency.

With the simulation results we are able to statistically prove that ODTS
reduces by average value of 9% and maximum of 18% when compared with
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PABFD policy having the maximum increase of 4% in energy consumption when
the priority is set to (0.5, 0.3, 0.2) for the network, VMM along with hosted
VM’s and PM respectively. It is also observed that when the priority is set to
(0.6, 0.25, 0.15) for the network, VMM along with hosted VM’s and PM respectively,
the ODTS can be further reduced to average value of 13% and maximum of 24% but
there is increase of average energy consumption by 8% when compared with power
aware best fit decreasing (PABFD) policy.

Future scope may include calculating and comparing the improvement in SLA at
datacentre level or host level with the past studies and to consider the threat score
of already placed VMs which are subject to continuous changes as a part of software
development life cycle. This process can also result in migration of already placed VM’s
to manage the ODTS as per SLA.
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