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Abstract: In this paper, we propose an ensemble method based on hidden 
Markov models (HMMs) for speech recognition. Our objective is to reduce the 
impact of the initial setting of training parameters on the final model while 
improving accuracy and robustness, particularly in speaker independent 
systems. The main idea is to exploit the sensitivity of HMMs to the initial 
setting of training parameters, thus creating diversity among the ensemble 
members. Additionally, we perform an experimental study to investigate the 
potential relationship between initial training parameters and ten diversity 
measures from literature. The proposed method is assessed on a standard 
dataset from the UCI machine-learning repository. Results demonstrate its 
effectiveness in terms of accuracy and robustness to intra-class variability, 
surpassing basic classifiers (HMM, KNN, NN, SVM) and some previous works 
in the literature including those using deep learning algorithms such as 
convolutional neural networks (CNNs) and long short-term memory (LSTM). 
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1 Introduction 

Since the end of the fifties, several researches in automatic speech recognition (ASR) 
have been carried out by exploring different aspects of acoustic analysis and 
classification, with the main goal of improving the accuracy and robustness in order to 
get as close as possible to an ideal system. Various innovations and techniques have 
emerged over the decades to achieve this goal, including the implementation of deep 
learning architectures like deep neural networks (DNN) (e.g., Nassif et al., 2019; Cui  
et al., 2020), recurrent neural networks (RNN) (e.g., Oruh et al., 2022; Islam et al., 2019), 
and convolutional neural networks (CNNs) (e.g., Palaz et al., 2019; Pardede et al., 2023) 
for robust feature extraction. Other strategies include the integration of large-scale 
language models based on transformers (Vaswani et al., 2017) such as BERT (Devlin  
et al., 2018) or GPT (Brown, et al. 2020; Radford et al., 2018, 2019) to enhance 
contextual understanding, use of noise reduction and enhancement methods, transfer 
learning (e.g., Kunze et al., 2017; Qin et al., 2018; Wang and Zheng, 2015), multimodal 
fusion (eg., He et al., 2023; Song et al., 2023; Pan et al., 2022), speaker adaptation (e.g., 
Geng et al., 2022; Deng et al., 2023), and conduction of rigorous robustness evaluations 
under varied conditions. These collective strategies fuel the continuous evolution of ASR 
research, bringing us closer to the realisation of highly reliable and precise speech 
recognition systems. Unfortunately, despite the great progress made in the field, we are 
still far from having a natural interaction between man and machine, and many problems 
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are only partially resolved. These problems, which the main applications of ASR suffer 
from, can be classified into two main categories: Those related to the characteristics of 
the speech signal and to the conditions for taking measurements, and those related to the 
analysis and classification techniques. Among the problems of the first category, which 
considerably affect the quality of recognition systems in terms of accuracy and 
robustness, is the intra-speaker and inter-speaker variability. This variability can result 
from different sources, mainly related to the state of the speaker (physiological, 
psychological, social or even cultural) and to his environment (noise, disturbances, 
material and measurement conditions). The degree of variability varies, mainly, 
depending on the system type. In fact, a single-speaker system is less sensitive to data 
variability, compared to a multi-speaker system, which is, in turn, less sensitive than a 
speaker independent system, where anyone can use it. Beyond the variability of the 
speech signal, another problem related, this time, to classification techniques is the 
sensitivity of the classifiers to the initial setting of the training parameters. This is 
especially due to the inconsistency between training data and test data and to intra-class 
variability. The majority of classification methods proposed in the literature, such as 
artificial neural networks, support vector machines (SVM) and hidden Markov models 
(HMMs) are very affected by this problem. 

HMMs are one of the most effective and popular methods in speech recognition field. 
They have become widely accepted as a standard speech recognition technique in the 
ASR community (Mustafa et al., 2019). The reasons why this method has become so 
popular are the availability of efficient training algorithms for estimating model 
parameters from finite sets of speech data (Rabiner and Juang, 1992, Hazmoune et al., 
2018), their strong mathematical basis and ability to model series of variable length, such 
as speech signals. The training of HMM is generally based on the maximisation of 
objective functions (likelihood, conditional likelihood...) using the gradient algorithm 
(Levinson et al., 1983) or that of expectation-maximisation (EM) (Dempster et al., 1977). 
The latter is an iterative procedure that makes it possible to re-estimate the model 
parameters according to their current estimations so as to improve the likelihood of 
training data after each iteration. The problem is that this algorithm is too sensitive to the 
values of the initial parameters, which must be set carefully in order to ensure accurate 
results. In addition, it does not guarantee a globally optimal solution, because the 
objective functions are of non-convex nature, and therefore, subject to the problem of 
local maxima. The exhaustive search is otherwise impossible, because the number of 
local maxima is unknown. The setting of the initial parameters is generally optimised 
experimentally, and it is highly dependent on the training and test data, which affects the 
robustness and stability of the classifier. The question that arises is therefore: What initial 
setting or what final model should we choose in order to get as close as possible to the 
global maximum? To address this problem, some works in the literature have focused on 
optimising the initial setting experimentally or using combinatorial optimisation 
techniques such as genetic algorithms (e.g., Sosiawan et al., 2021; Xiao et al., 2007). 
Others have focused instead on optimising the final model based, generally, on model 
selection criteria (e.g., Biem, 2003). In both cases, the trained HMM model is unique and 
will not be able to efficiently model all instances of the data class given the great intra-
class variability, especially in speaker-independent systems. 

The aim of this work is to propose a novel ensemble method making it possible to 
design ASR systems that are both accurate and robust to data variability, based on HMMs 
as basic classifiers, and trying to alleviate the problem of intra-class variability and that 
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of sensitivity of HMMs to the initial setting of the training parameters. This paper also 
aims to empirically study the impact of each training parameter on ensemble diversity 
and, consequently, on its accuracy. The ultimate goal of this study is to decide which of 
those parameters has the most important impact on ensemble diversity and which of 
diversity measures is more adequate for ensemble selection. For this purpose, four 
pairwise and six non-pairwise diversity measures are used. 

Contrary to heterogeneous ensemble methods, where some studies have been 
previously conducted to examine the relationship between diversity and ensemble 
accuracy, such as (Gilpin and Dunlavy, 2009), this work is the first complete 
experimental study of the relationship between the different diversity measures and the 
accuracy in homogeneous HMM-based ensemble methods. 

Our proposed ensemble method for speech recognition has multiple potential 
applications in real-world scenarios. It can improve the accuracy of speech-to-text 
transcription systems, making them more helpful in generating closed captions for live 
video broadcasts or transcribing audio recordings, and also enhance interactive voice 
response (IVR) systems and increase customer satisfaction. The method can elevate 
speech recognition in automotive systems, including hands-free phone systems, 
entertainment, and climate control. Additionally, virtual assistants, which rely on 
understanding natural language commands, can become more efficient and reliable. The 
proposed method can also be integrated into medical transcription systems to improve the 
accuracy and reliability of transcriptions and medical record updates. 

The rest of this paper is organised as follows: First, we present in Section 2, works 
related to the robustness against data variability, the sensitivity of HMM classifiers to the 
initial setting of training parameters, and the ensemble methods. Next, we describe in 
Section 3 the proposed ensemble method. In Section 4, we test the proposed approach, 
present and discuss results from several conducted experiments. Finally, we conclude and 
present direction for future work. 

2 Related work 

In this section, we discuss related works concerning the robustness to data variability, the 
sensitivity of HMM classifiers to initial setting of training parameters, and ensemble 
methods. 

2.1 Robustness to data variability in speech recognition 

Robustness is one of the most important aspects that one must take into account during 
the evaluation of the quality of speech recognition systems. The notion of robustness was 
introduced by Box (1979). It is defined as the ability of the system to remain stable in the 
face of data variability and environmental disturbances. In a consumer system (intended 
for use in a car, on a street, etc.), for example, noise robustness is the most important 
challenge, as the environment is greatly affected by several sources of noise. 
Additionally, to this challenge, a speaker independent system should not be overly 
sensitive to speaker variability, and to the inconsistency between training and testing 
data. 

To improve the robustness of ASR systems to noise and variability, several solutions 
have been proposed in the literature. The majority of these solutions focus, essentially, on 
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the analysis phase either by selecting robust features in order to improve the signal to 
noise ratio SNR, by using noise reduction algorithms such as spectral subtraction or 
Wiener filtering, to pre-process the speech signal and reduce background noise before it 
enters the voice recognition system, by applying speaker normalisation to overcome 
speaker variability (Giuliani et al., 2006), or by combining several analysis methods 
(Khelifa et al., 2017). Other solutions have instead focused on the classification phase by 
combining more than one classification method, such as the work proposed in 
(Hazmoune et al., 2018), where a multiple modelling approach is carried out through a 
hybrid framework integrating HMM models in a k-NN architecture in order to boost 
robustness to intra-class variability. Another solution is the multi-modality approach, it 
consists in integrating other sources of information than those of the acoustic signal, as in 
audio-visual speech recognition (Noda et al., 2015; Feng et al., 2017), which combines 
acoustic and visual information, such as facial expressions and lip movement. This  
audio-visual combination can be carried out at the representation level, but also at the 
decision level. Another different way to boost the robustness of ASR systems, as cited in 
(Spalanzani, 1999), is to increase the size of the training dataset in order to have systems 
that can perform in multiple test situations. However, despite the increasingly immense 
size of the training datasets, they are still a very small sample of the set of possible 
variabilities of the speech signal. Therefore, even models that are trained on large 
datasets cannot effectively fit all possible types of variability. In Zelinka et al. (2012), a 
multi-model architecture was proposed to overcome the variability of the speaker’s vocal 
effort, five speech modes were considered: Whispered, soft, normal, loud, and shouted. 
The training consists, for each data class, in learning a different model for each speech 
mode. The recognition consists first in identifying the vocal effort, decoding the speech 
signal by selecting the class models that corresponds to the identified vocal effort, then 
recognising lexical information using Viterbi decoding (Viterbi, 1967; Forney, 1973). 
The results obtained on an isolated words dataset showed (according to the authors) a 
50% relative reduction of word error rate compared to the baseline system. 

It should be noted that, despite its importance, the robustness aspect is not always 
considered during the evaluation of ASR systems, and even the works dealing with this 
problem, such as the ones that we have just cited, do not generally use metrics to measure 
the robustness of the proposed systems. They only use accuracy measures (error rate or 
recognition rate) to evaluate predictive performance. In this work, we propose using 
statistical measures to quantify the robustness of speaker independent ASR.  

2.2 Sensitivity of HMM classifiers to initial setting of training parameters 

Beside data variability, the initial training setting is another important factor that can 
affect the classifier sensitivity and, consequently, the system robustness. Before 
presenting related works dealing with this problem, we will first present the HMM 
definition as well as the practical application of HMMs in the context of deciphering 
speech signals. Furthermore, we will explore the HMM’s training process according to 
the EM algorithm. 

2.2.1 HMM definition 
An HMM is a doubly stochastic process (Rabiner and Juang, 1986). It has two main 
properties: First, it assumes that a sequence of observations O = (o1, o2, …, oT) is 
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produced by a sequence of hidden states Q = (q1, q2, …, qT). In other words, the sequence 
of states that generated the sequence of observations is hidden from the observer, hence 
its name. Second, it is based on the Markov property which assumes that the state of the 
process at time t depends only on its state at time t–1. Based on this property, we can 
deduce that the probability P(q1, q2, …, qT) that the process passes through the sequence 
of states Q = (q1, q2, …, qT) can be calculated as follows: 

( ) ( ) ( ) ( )1 2 1 2 1 1, , , * /  *   * /T T TP q q q P q P q q P q q −… = …  (1) 

Formally, an HMM with N states and M discrete observation symbols which can be 
emitted by the states over time is defined by the triplet λ = (Π, A, B), such as: 

• Π is a vector with N elements πi = P(s0 = si), 1 ≤ i ≤ N, representing the probabilities 
that the process starts from a given state. 

• A is the transition matrix of size (N by N) containing the probabilities aij = P(sj/si) of 
passing from one state to another. 

• B is the observation matrix of size (N by M). A coefficient bi(Oj) of B represents the 
probability that the symbol Oj is emitted by the state si. 

• The following stochastic constraints must be verified 

1

1,
N

i
i

π
=

=  (2) 

1

1, 1 ,
N

i
j

a j i N
=

= ≤ ≤  (3) 

1

( ) 1, 1
M

i j
j

b O i N
=

= ≤ ≤  (4) 

Note that this definition relates to discrete density HMMs. For continuous density 
HMMs, where there are no discrete observation symbols, the observation matrix B is 
replaced by the parameters of the probability law used to assess the observation 
probabilities. In the case of multi-Gaussian law (GMM for Gaussian mixture model), 
generally used in pattern recognition problems, the matrix B is replaced by the mean 
vectors and the covariance matrices of the Gaussian densities. Each density of probability 
associated with a state i is calculated by applying the formula: 

( ) ( ) ( )
1 1
2

1/2
/2

1, ,
(2 )

T
i i ii iP

i

N O e O O
π

μ μ μ
−−

= − − 


 (5) 

where, P is the dimension of the vector O, µi the mean vector of the density function 
associated with state i, 

i  the determinant of the covariance matrix of the density 

function associated with state i, 
1

i

− is the inverse of the covariance matrix of state i, 

and T the average number of observations per sequence. 
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The observation probabilities bi(Ot) are calculated as a weighted sum of the Gaussian 
density functions ( ), ,i ti

N µ O  associated with state i. 

2.2.2 HMMs for speech recognition 
HMMs serve as a foundational technology in speech recognition, characterising speech as 
a sequence of hidden states and using probability distributions to model the relationship 
between acoustic features and these states. Their technical intricacies encompass training, 
decoding, language modelling, and various techniques for robustness and adaptation, 
making them versatile tools in the field of speech recognition. The process of speech 
recognition using HMMs can be effectively dissected into two core phases: 

• Training phase: The first step in speech recognition using HMMs is the collection of 
a large dataset of speech recordings along with corresponding transcriptions. Next, 
the speech recordings need to be pre-processed to remove any background noise and 
distortions such as microphone hiss, pops, clicks, and other sources of interference. 
Once the speech is cleaned, feature extraction techniques such as mel-frequency 
cepstral coefficients (MFCCs) are used to extract essential features from the speech 
signal. 

• After the feature extraction process is complete, the transcriptions are used to 
segment the feature vectors into speech units, such as phonemes, syllables, or words. 
Using the segmented data, HMMs are trained for each speech unit using the Baum-
Welch algorithm. An HMM consists of a set of states, each encoding different 
acoustic features of the speech signal. The Baum-Welch algorithm is used to 
maximise the likelihood of the HMM given the training data. The algorithm 
iteratively refines the probability distributions for each state, which estimates the 
model parameters, maximising the chance of recognising speech units in new 
recordings. 

• Recognition (decoding) phase: The recognition phase of speech recognition using 
HMMs starts with the audio recording being pre-processed to remove background 
noise and other distortions. After the audio is cleaned, feature extraction techniques 
such as MFCCs are used to extract features from the speech signal. Next, a  
model-based deciphering approach is used to identify the most likely speech units in 
the audio recording.  

In this phase, each speech unit is modelled using a set of HMMs. The Viterbi algorithm is 
then used to calculate the likelihood of each HMM given the feature sequence of the 
speech unit. The most likely sequence of speech units is selected, and the transcriptions 
of the recognised HMMs are combined to produce the recognised text. Finally, the 
recognised speech units or words are combined to produce the final transcription of the 
given speech signal. Overall, speech recognition using HMMs involves collecting a large 
dataset of speech recordings, pre-processing the audio data, segmenting the features, 
training the HMMs, and finally recognising speech units present in the new audio 
recording. 

In the following, we explain how to train an HMM using EM algorithm. 
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2.2.3 HMM training by EM algorithm 
Given a sequence of observations O, training an HMM, as we have seen previously, 
consists in re-estimating the parameters of the model λ while maximising the likelihood 
P(O/λ). The maximum likelihood estimation ML is the standard method for estimating 
the parameters of a probabilistic model. According to this method, the model estimated 
from O and λ is the model λ′ML such that: 

( )arg max log  ( / )  ML
λ

λ P O λ′ =  (6) 

where log P(O/λ) is the logarithm of likelihood of the observed sequence O given the 
model λ. If we assume that the sequence O is generated by the sequence of hidden states 
Q, the maximisation of log P(O/λ) then amounts to maximising the following quantity: 

( , / )log log ( , / ) log ( , / ) 
( / , )

P O Q λ P O Q λ P O Q λ
P Q O λ

= −  (7) 

So, we can write: 

arg ma x(log ( , / ) log  ( , / ) ML
λ

λ P O Q λ P O Q λ′ = −  (8) 

Since the sequence of states Q is hidden, it is impossible to directly solve the ML 
problem. Several approximate solutions have been proposed in the literature, such as the 
EM method (Dempster et al., 1977), the gradient method (Levinson et al., 1983), 
variational methods (Jordan et al., 1999) and others. We are interested here, in the EM 
method, which is the most commonly used. This considers the unobserved variables (the 
hidden states) as missing data and replaces them with their likelihood expectations. 

The Baum-Welch algorithm (Baum and Petrie, 1966; Baum and Eagon, 1967; Baum, 
1972), often referred to as the forward-backward algorithm, is the implementation of the 
EM method for HMMs. This algorithm enables a gradual re-estimation of the model’s 
parameters over successive iterations. The process commences by initialising the HMM 
with initial parameter estimates, encompassing the probabilities associated with initial 
states (π), state transitions (A), and emissions (B). Subsequently, it undertakes a forward 
pass, meticulously calculating the forward probabilities (α) for each state at each time 
step, and simultaneously conducts a backward pass, computing the backward 
probabilities (β) in a recursive manner. These forward and backward probabilities are 
then joined iteratively to update the HMM’s parameters, such as π, A, and B, in a manner 
that maximises the likelihood of the observed data P(O/λ). This iterative refinement 
process persists until a convergence criterion is met, indicating that the model parameters 
have reached an optimal state. The final outcome of this procedure is a fully trained 
HMM, equipped with parameters that enable it to effectively capture and represent the 
hidden structure underlying sequential data, rendering it suitable for speech decoding, 
where a precise understanding of temporal dependencies and state dynamics is critical for 
accurate modelling and prediction. 

During decoding or recognition, the goal is to find the most likely sequence of hidden 
states (phonemes or sub-phonemes) given the observed acoustic features. The Viterbi 
algorithm is often used for this purpose, efficiently finding the optimal state sequence by 
considering both the state transition probabilities and the observation probabilities. 
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2.2.4 Initialisation methods 
The drawback of EM algorithm is that the final result highly depends on the initialisation 
step. The initial setting of HMM training has been the subject of study in several 
publications in various fields, such as in Yuan et al. (2019), Nathan et al. (1996), Liu  
et al. (2004), Moghaddam and Piccardi (2013), Clemente et al. (2012), Ge et al. (2016), 
Rabiner et al. (1984), Belaïd and Anigbogu (1994), Ferrer et al. (2000), Sosiawan et al. 
(2021), etc. The most important initial parameters that need to be carefully set in HMM 
training are the number of states, the initial model, the number of Gaussian densities 
associated with states and the number of iterations of the training algorithm. In the 
following, we present some initialisation methods from the literature. 

2.2.4.1 States and Gaussian densities 
Several ways have been proposed for setting the number of states of an HMM for each 
word in ASR. Levinson et al. (1983) suggested that the number of states should 
approximately correspond to the number of sound units of the word (phonemes). For his 
part, Bakis (1976) suggested choosing the number of states as being the average of the 
numbers of observations of the word’s utterances. However, since the duration of 
utterances of the same word is variable, the optimal number of states (Kwong et al., 
2001) can only be found by reconfiguring the model after each HMM learning. 

To determine the number of Gaussians associated with states of an HMM, the author 
in Sankar (1998), proposed an algorithm called Gaussian Merging-Splitting (GMS). 
iterative Gaussian splitting and the EM algorithm are used to initialise the number of 
Gaussian densities in each state. Starting from a single Gaussian, Gaussian splitting is 
used to increase the number of Gaussians at each stage of the training until the necessary 
number of Gaussians is reached. Gaussian merging is performed before each Splitting 
operation. In the GMS algorithm, the user must specify the number of states and the 
maximum number of Gaussians per state. The number of Gaussians is iteratively 
increased using merging and splitting until the maximum number of Gaussians is 
reached. 

The most common way to initialise parameters is empirical. It consists on running the 
training algorithm for all the plausible values, then evaluate the final system and choose 
the values that provide the best score. Other solutions based on optimisation techniques 
have been proposed, such as the one presented in Kwong et al. (2001), where a genetic 
algorithm is used to find the optimal number of states. In Bhuriyakorn et al. (2008), the 
authors proposed an approach for estimating the HMM topology (the number of states 
and transitions between states) for a phoneme recognition task. The process takes place in 
two stages: First, a set of appropriate topologies is constructed by combining different 
objective functions and topology generation methods. Second, a genetic algorithm is used 
as a topology selection method. This algorithm considers a global objective function and 
selects, for each phoneme, the best-suited topology among the candidates proposed in the 
previous step. Another solution is to apply the model selection criteria to choose the best 
final model from a large set of candidate models that differ in their structures (number of 
states or number of Gaussian densities). In Biem (2003), a model selection criterion 
called discriminative information criterion (DIC) has been proposed to optimise the 
HMMs topology (the number of states). This criterion is based on selecting the most 
discriminating models instead of models based on the ‘Occam’s razor’ principle, as for 
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the Akaike information criterion (AIC) and Bayesian information criterion (BIC). We 
recall that this (‘Occam’s razor’) is a principle of parsimony stipulating, in our case, that 
the model must be simple enough for an efficient calculation and sufficiently complex for 
the data to be well specified. 

2.2.4.2 Initial model 
The initial values of the transition matrix A and the starting probability Π, generally do 
not have a significant impact on the quality of the re-estimated model. It has been shown 
by Rabiner (1988) that the random initialisation, subject to stochastic and non-zero 
constraints (equations (2) and (3)), of these parameters, is sufficient to give useful 
reestimations in almost all cases. It is also common to use uniform initialisation of these 
parameters. On the other hand, for the parameters of B, experience has shown that good 
initial estimates are useful in the case of discrete HMMs, and are mandatory in the case 
of continuous density HMMs. Several initialisation methods have been proposed in the 
literature. The most common are the following: 

• The segmental k-means method: This is the standard initialisation method proposed 
by Juang and Rabiner (1990), Rabiner et al. (1986), Rabiner (1988, 1989). It 
distributes the training data frames on the states using the k-means clustering and the 
Viterbi decoding algorithm. 

• The flat-start method: The idea of this method is to make all the states equal (Itaya  
et al., 2005), all the models of the classes are then initialised with identical 
parameters equal to the mean overall and the variance of the training data (Clemente 
et al., 2012). 

It is also possible to use, as an initial model, a random model or any model already 
available trained from appropriate data. Other less popular initialisation methods have 
been proposed such as the deterministic annealing EM (DAEM) method (Itaya et al., 
2005; Kurata et al., 2006), the SMEM method (split and merge EM) (Han and Boves, 
2006), and the multiple sequence method (Liu et al., 2004). 

To our knowledge, and at present, there are no criteria for choosing between 
initialisation methods. However, some comparative studies have been conducted. The 
reported results do not allow demonstrating definitively the superiority of one method 
over another, and showed that there is no universal method that can be applied 
successfully to all application fields or on any dataset. 

Despite the abundant literature on the initialisation methods of the EM algorithm and 
on the impact of initial setting on the final result, the problem of re-estimating a globally 
optimal model still remains unresolved. To deal with this problem, two categories of 
solutions are proposed in the literature. The first category includes solutions that seek the 
optimal initial parameters by applying optimisation methods such as genetic algorithms 
(Kwong et al., 2001). The second category, on the other hand, includes solutions that are 
concerned with the selection of a final model from a set of candidate models coming 
from different starting points. In this case, the model selection criteria are often used, we 
cite as an example the work (Biem, 2003). Unfortunately, since the objective functions 
used are optimised on validation sets where recording conditions are often different from 
those of the end-user environment (in particular, in the case of speaker-independent 
consumer systems), the trained models, in both categories, are too sensitive to data 



   

 

   

   
 

   

   

 

   

    Boosting speech recognition performance 51    
 

    
 
 

   

   
 

   

   

 

   

       
 

variability, environmental disturbances, and inconsistency between training data and test 
data. Through the ensemble method proposed in this paper, we try to alleviate this 
problem and that of robustness to data variability by using a multiple Markovian 
modelling. 

2.3 Ensemble methods 

In pattern recognition area, machine learning based methods such as neural networks 
(NN) (Looney, 1997; Samarasinghe, 2016), SVM (Burges, 1998; Weston and Watkins, 
1999; Al Dujaili et al., 2021), decision trees (Lior, 2014; Obidziński, 2021) and HMMs 
(Rabiner and Juang, 1986; Bougamouza et al., 2016, 2018; Hazmoune et al., 2018; Ting, 
2019; Srivastava et al., 2022) have been popularly used. Although HMM classifiers may 
individually perform efficiently, especially in speech recognition field, more 
sophistication has been proposed to achieve higher performance. Often such 
sophistication includes use ensemble methods which aggregate heterogeneous classifiers 
(Kim et al., 2000; Asafuddoula et al., 2017) or homogeneous classifiers (Koerich and 
Poitevin, 2005; Al-Hajj et al., 2007; Guo et al., 2022) in order to approach as closely as 
possible to the optimal classifier performance. The effectiveness of ensemble methods 
can be justified by the fact that each classifier may have its own portion of data samples 
where it performs best (different classifiers provide different classification errors). 

In the case of homogeneous classifiers (where the same classification method and 
algorithms are used to train all the base classifiers), ensemble methods can be classified 
according to the way of differentiation between ensemble members into three categories. 
The first one concerns methods that use different subsets of training samples to create 
different classifiers, such as bagging (Breiman, 1996) and boosting (Freund, 1995). In 
this category, training dataset is divided on several subsets, which is undesirable for 
generative classifiers like HMMs where considerable training data is required to get high 
performance. The second category includes methods using different subsets of features, 
such as random subspace method (RSM) (Ho, 1998). These methods are well suited for 
generative classifiers and applications that must deal with a limited number of training 
samples. The disadvantage of these methods is their high complexity, as one needs to 
calculate different features of the same sample for each classifier. The last category 
includes methods using identical training set and identical features to train all classifiers; 
the difference is simply done by varying parameters for which the classifier is unstable. 
The use of the same features for all classifiers leads to a considerable reduction in 
complexity and feature space compared to the second category. The approaches such as 
the one proposed in Hamdi and Frigui (2015) and Hazmoune et al. (2013a, 2013b) may 
be included in this category. 

The third category is not attracting much attention in the literature compared with the 
first and second categories of homogeneous classifiers, but we believe that it may have a 
substantial impact on how much we can improve classification accuracy and robustness, 
mainly for generative classifiers like HMMs. As far as we know, no effort has been made 
to explore the impact of initial setting of HMM’s training parameters on ensemble 
creation and diversity across the base classifiers. 
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Figure 1 General schema of the proposed hmm ensemble method (see online version for colours) 
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3 An HMM based ensemble method for robust speech recognition 

The results published recently showed an impressive evolution in speech recognition 
field, especially in the case of isolated words with limited vocabulary. However, based on 
our literature review, we found that almost all works in this field are evaluated globally in 
terms of accuracy, ignoring the sensitivity of the system to the initial setting of  
training parameters. These parameters, as mentioned above, are generally optimised 
experimentally on the training dataset; therefore, the established models are too sensitive 
to data variability and inconsistency between training and test data. Moreover, in all the 
previous solutions of the initial setting of training parameters, only one selected value of 
each parameter is used, which gives a single model per class. This model may not be well 
suited to all samples of the class because of the great variability intra-class, mainly in 
speaker-independent systems. 
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To overcome this problem, we propose to use, instead of single modelling approach, a 
combination of multiple HMM with different initial settings. This allows on the one hand 
avoiding the problem of initial setting of HMM parameters, and on the other hand, 
increasing the system accuracy by combining decisions from several classifiers. 
Moreover, it allows increasing the system robustness by taking into account certain 
degrees of intra-class variability. In fact, by using multiple models per class, it is very 
likely that a new test sample will find, in the ensemble of generated models, a one that 
represents it well. 

The main advantages of our ensemble method are:  

1 Unlike boosting and bagging, no splitting up of the training dataset is required 
because all the base classifiers are trained using the whole dataset, which is strongly 
suited for HMMs classifier, where a large amount of data is required to achieve high 
performance. 

2 Unlike RSM, the same features are used for the pool of classifiers, thus a 
considerably reduction in computational complexity. 

Figure 1 illustrates a general schema of the different steps in our proposed ensemble 
method. Note that in this architecture, we have opted for a global modelling approach, 
with words as the basic units. While this approach is particularly well suited for isolated 
words with a limited vocabulary, it is essential to highlight that the proposed architecture 
is standard and adaptable to other units (such as phonemes or syllables) by substituting 
the word models with models of the selected unit. 

3.1 Feature extraction 

Feature extraction is a crucial step in speech processing, where complex audio data is 
transformed into a more manageable and informative format. The objective of this 
process is to extract relevant and discriminative features from the raw speech signal that 
can facilitate subsequent analysis and recognition tasks. Accurate and effective feature 
extraction is essential for the success of speech processing systems as it enhances the 
discriminative power and robustness of these systems. 

Numerous distinctive features can be extracted from speech signals, each capturing 
specific aspects of the audio data. These encompass Mel frequency Cepstral coefficients 
(MFCC), which excel at capturing both spectral and temporal characteristics of speech. 
linear predictive coding (LPC) is another technique employed in speech processing, 
effectively modelling the vocal tract system as a linear filter. A modified version of LPC, 
known as perceptual linear prediction (PLP), incorporates principles derived from the 
perceptual aspects of the human auditory system, enhancing its performance. 
Furthermore, spectral attributes, such as spectral centroids, spectral flux, spectral roll-off, 
and spectral flatness, provide insights into the spectral content of the signal. Additionally, 
prosodic features, including pitch, duration, and energy contour, capture key elements 
related to intonation and rhythm in speech. These diverse feature extraction methods 
offer a comprehensive view of speech data, enabling a wide range of applications in 
speech processing and analysis. The selection of feature extraction methods depends on 
the specific application and dataset being used. In our work, we use the MFCC method 
for two main reasons. Firstly, MFCC is one of the most widely used methods in the field 
of automatic speech recognition (ASR), and numerous studies have shown its 
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effectiveness for extracting features. Secondly, due to the limitations of the dataset used 
in our work, we are unable to apply other features. The dataset includes only MFCC 
coefficients extracted from the speech signals, and audio files are not available. This will 
not be an issue, as our research is primarily centred around the classification phase, rather 
than the acoustic analysis phase. Additionally, all the systems studied in this work are 
based on the same MFCC features. For this reason, we will restrict our explanation to the 
MFCC process. 

The MFCC method is based on the human auditory system’s ability to discriminate 
sounds of different frequencies. It is effective in extracting relevant features from speech 
signals and converting them into a sequence of feature vectors. The process includes 
several steps such as pre-emphasis, framing, windowing, FFT, Mel filter bank analysis, 
and DCT, which work together to extract spectral and temporal characteristics of the 
speech signal. The pre-emphasis step compensates for the loss of higher frequency 
components during recording, while framing splits the speech signal into short-term 
segments. The windowing process applies a window function, such as the Hamming 
window, to reduce spectral leakage during the FFT. The Mel filter bank analysis converts 
the magnitude of the spectrogram to a logarithmic scale using a set of triangular filters. 
Finally, the DCT provides an efficient representation of the Mel filter bank output in the 
form of cepstral coefficients. These steps collectively transform the speech signal into a 
sequence of feature vectors containing coefficients that represent the spectral and 
temporal characteristics of the audio, making it more suitable for speech recognition 
tasks. In addition, Dynamic MFCC features, which are computed as the first and second 
derivatives of the cepstral coefficients, can be included for enhanced performance. 

3.2 Generation of the ensemble 

Generating ensembles of classifiers requires building individual classifiers different from 
each other. These do not necessarily have to be the best performing classifiers but should, 
when combined, provide better performance than the best performing classifier in the 
ensemble. In this section, we present the proposed ensemble creation method. It takes 
place in two steps: First, a large set of candidate classifiers, which differ in one of the 
parameters of the initial configuration of the training algorithm, is created using the same 
training dataset and the same set of features. In the second step, the best subset of 
candidate classifiers in terms of accuracy and diversity is selected. 

3.2.1  Generation of candidate classifiers 
Once the acoustic analysis is done in order to extract the feature vectors of all the training 
samples of each class, the EM algorithm is used to generate 𝑀 models per class with 
different initial configurations. All of these models have a left-right topology, i.e., only 
looping on the same state or transitions to subsequent states are allowed. To each state, 
we associate 𝑚 Gaussian densities. Models that have the same initial configuration are 
grouped together to form an individual HMM classifier. 

Below is an algorithm summarising the process followed to generate the candidate 
classifiers. In this algorithm, the number of states is used to create diversity between the 
classifiers. The same principle applies for the other methods of ensemble creation, 
namely different initial models, different numbers of Gaussian densities and different 
numbers of iterations of the training algorithm. 
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 For each 𝑠∈𝑆\ 𝑆: the set of possible numbers of states 
 For each class ∈{𝑐1, 𝑐2, …, 𝑐𝑁} the set of 𝑁 classes 
 Apply the EM algorithm to generate an HMM with 𝑠 states. 
 End 
 Group established HMMs into a 𝑠-state classifier 
 End 
 Return the set of 𝑀 candidate classifiers 

At the end of this step, we obtain a set of M candidate classifiers (M is the cardinal of the 
set 𝑆 representing the number of initial configurations different by their numbers of 
states). In this set, only K (1 ≤ K ≤ M) classifiers will be selected to be combined. 

3.2.2 Selection of the best set of classifiers 
One of the most important issues regarding the creation of ensembles of classifiers is the 
selection of the best subset. It consists in selecting adequate classifiers from a large set of 
different classifiers, so that the selected set can achieve optimal performance. The 
particularity of this selection is that it is not necessarily interested in the individual 
qualities of the members, but rather in the overall quality of the ensemble. The selection 
can be static at the training level where the selected set is used for all test examples or 
dynamic at the recognition level. In this later case, a new set is selected for each new test 
example. In this work, we use a static selection with, as selection criteria, the overall 
accuracy and the ensemble diversity evaluated on a validation dataset, other than that of 
training and test. 

Note that due to the limited range of useful values of each parameter of the initial 
training configuration, the possible number of candidate classifiers is relatively small. 
Therefore, we do not use here an optimisation technique for ensembles selection, but we 
simply propose to randomly group the classifiers into different groups and then select the 
best group of classifiers among all the created groups. 

The result of the training step is a set of K classifiers, where each has N models, with 
N being the number of classes. 

3.3 Fusion and decision 

Given an acoustic signal 𝑒, the N possible classes, and the ensemble of K classifiers 
created and selected during the training phase. To classify the new example e, it is first 
parameterised and represented as a sequence of feature vectors O. This operation is 
carried out by applying the MFCC method. Then, it passed to the set of classifiers to 
calculate its likelihood P(O/𝜆ij) with respect to all the classes’ models of each classifier, 
with 𝜆ij being the ith HMM of the jth class. Finally, to merge the outputs of the base 
classifiers, we propose to use the sum of the logarithms of likelihoods. The idea is to 
assign to the example to be recognised O the class C∗ that maximises the sum of the 
logarithms of likelihoods given by the base classifiers for each class model, according to 
the following equations:  

( )
1

\log ;1
K j

j ii
S P O λ j N

=
= ≤ ≤  (9) 
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* ( ),1jC argmax S j N= ≤ ≤  (10) 

4 Experimental results and discussion 

• Goals. In this section, we aim to explore the following points: 
The impact of the different parameters of the initial configuration of the training 
algorithm on the creation of HMM-based ensembles, in terms of accuracy and 
diversity. For this, four parameters will be studied: The number of HMM states, the 
initial model of the EM algorithm, the number of Gaussian densities per state, and 
the number of iterations of the training algorithm. 
Robustness to intra-class variability (interspeaker variability in particular). 
The impact of each proposed ensemble creation method on 10 diversity measures 
taken from the literature, as well as the relationship between these measures. 
The impact of the ensemble size on accuracy. 
The relationship between diversity and overall accuracy.  
The impact of diversity on the combination gain, which is the difference between 
the recognition rate of the ensemble and the best recognition rate of the individual 
classifiers. 

• Initial setting: The ranges of values and the initial configuration of the parameters, 
for each method of ensemble creation, are presented in Table 1. The first column of 
the table represents the proposed creation methods. In the second column, we 
indicate the number of generated candidate classifiers. The third column represents 
the range of values of the modified parameter that we restrict to those that are 
plausible. Columns 4, 5, 6 and 7 represent the chosen value respectively for the 
number of states, the initial model, the number of Gaussian densities per state and 
the number of iterations of the training algorithm. 

• Diversity measures: Diversity measures allow quantifying the complementarity of 
individual classifiers. They can be used to study the relationship between diversity 
and accuracy of an ensemble of classifiers or as an ensemble selection criterion. To 
quantify the ensemble diversity, we used four pairwise measures and six  
non-pairwise measures. Where a pairwise measurement is calculated by averaging 
the measured values for all pairs of base classifiers, while a non-pairwise 
measurement is taken across all classifier outputs. Table 2 summarises the used 
measures and their characteristics. 

Note that the diversity measures, as shown in Table 2, can be classified into two 
categories: The first one includes measures that reflect similarity, i.e., the lower the value 
(↓), the greater the diversity. The second category includes measures that reflect 
diversity, i.e., the higher the value (↑) the greater the diversity. Q, ρ, DF, k and θ belong 
to the first category, while the other measures belong to the second. A good presentation 
of these ten measures can be found in Kuncheva and Whitaker (2001, 2003), Shipp and 
Kuncheva (2002). 
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Table 1 Range of values and initial configuration of the training algorithm parameters for each 
method of ensemble creation 

 

Classifiers 
number 

Range of 
plausible 
values of 

the 
modified 

parameter 

The 
number of 

states 

The initial 
model 

The 
number of 
Gaussian 
densities 

The 
number of 
iterations 

Different 
numbers of 
states 

26 From 5 to 
30 states 

/ A single 
random 
model 

1 25 

Different 
initial 
models 

66 Random 
models 

10 / 1 25 

Different 
numbers of 
Gaussian 
densities 

12 From 1 to 
12 

Gaussians 

10 A single 
random 
model 

/ 25 

Different 
numbers of 
iterations 

20 From 15 to 
110 with a 
step of 5 
iterations 

10 A single 
random 
model 

1 / 

Table 2 Diversity measures used 

Diversity measurement Reference Type Similarity (↓) or 
diversity (↑) 

Q-statistic (Q) Yule (1900) Pairwise ↓ 
Correlation (ρ) Sneath and Sokal (1973) Pairwise ↓ 
Disagreement (D) Ho (1998), Skalak (1996) Pairwise ↑ 
Double fault (DF) Giacinto and Roli (2001) Pairwise ↓ 
Entropy of the votes (Ent) Cunningham and Carney 

(2000) 
Non-pairwise ↑ 

Difficulty index (θ) Hansen Salamon (1990) Non-pairwise ↓ 
Kohavi-Wolpert variance 
(kw) 

Kohavi and Wolpert (1996) Non-pairwise ↑ 

Interrater agreement (k) Dietterich (2000), Fleiss  
et al. (2013) 

Non-pairwise ↓ 

Generalised Diversity (GD) Partridge and Krzanowski, 
(1997) 

Non-pairwise ↑ 

Coincident Failure 
Diversity (CFD) 

Partridge and Krzanowski 
(1997) 

Non-pairwise ↑ 

• The dataset used: In order to analyse and evaluate the performance of the proposed 
approach, several experiments were carried out on the spoken Arabic digits (SAD) 
dataset (Bedda and Hammami, 2010). This is the most cited dataset for Arabic 
speech recognition systems in the last decade. It contains 8,800 samples uttered by 
88 Arabic speakers (44 men and 44 women). The same speaker repeats each digit 10 
times. Each sample is represented by a series of 13 MFCC coefficients. The training 
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set contains 6,600 samples spoken by 66 speakers, and the test set contains 2,200 
samples spoken by 22 speakers who did not participate in the training set. The 
systems designed are, then, speaker-independent systems. We have divided the 
training dataset into two parts. The first part, containing 5,280 samples, reserved for 
model training, and the second, containing 1,320 samples, is used for validation. The 
latter is used to evaluate the quality of the models during the selection step in the 
training phase. Whereas, the test set is used to evaluate the final system. 

We chose to use the SAD dataset for two main reasons: First, it is freely available on the 
Net, which allows us making a direct comparison with previous work. Second, a 
relatively large number of speakers participated in the creation of the dataset. This allows 
effectively studying the problem of interspeaker variability. However, its main limitation 
is the unavailability of audio files; only the MFCC features are distributed, which 
prevented us from testing other acoustic analysis techniques such as LPC, LPCC, PLP, 
etc. 

Spoken digit recognition is needed in many digit-based applications, such as voice 
dialer, airline reservations, banking systems, forms automation, and various other areas. 
Spoken digits Recognition is one of the most difficult tasks in the field of speech 
recognition (Saleh and Wazir, 2018), especially for poorly endowed languages. Indeed, 
several recent works have been applied on SAD dataset, we cite, as examples, (Kamura  
et al., 2022; Iwana et al., 2020; Wazir and Chuah, 2019; Guerid and Houacine, 2019; 
Saleh and Wazir, 2018; Guerid et al., 2018; Touazi and Debyeche, 2017). 

4.1 Experiment 1: Performance evaluation of the proposed approach 

This experiment is carried out in order to compare the performances of the proposed 
approach and those of the base classifiers in terms of accuracy. It allows validating and 
showing the role of the complementarity of the classifiers generated from different initial 
configurations within the framework of a homogeneous ensemble of Markovian 
classifiers. The results presented in Table 3 correspond to the best-performing subset 
among a large number of candidate classifiers for each method of ensemble creation. The 
first column represents the different proposed ensemble creation methods. The second 
column gives the performance of the best individual classifier. The third column 
represents the performance of the ensemble using the majority vote rule as a merging 
strategy, and the last column shows the performance of the ensemble using the sum of 
log-likelihood rule. 

Table 3 reveals that the fusion of the classifiers always gives better results, and this, 
compared to all the individual classifiers. This shows that exploiting the sensitivity of 
HMMs to the initial training configuration has a strong impact on the creation of HMM-
based ensembles, mainly when using different initial models with the sum-of-likelihood 
rule, where we get the best accuracy (97%). A second remark can be made from Table 3 
is that the sum-of-likelihoods rule exceeds the majority vote rule in all cases. Therefore, 
this will be used, without mentioning it, as a fusion method in all future experiments. 
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Table 3 Accuracy (%) of the best individual classifier and the ensemble for the four methods 
of ensemble creation 

 Best 
individual 
accuracy 

Ensemble accuracy 
with majority voting 

rule 

Ensemble accuracy 
with the sum of 
likelihood rule 

Different numbers of states 93.409 94.500 96.54 
Different initial models 92.854 95.693 97.000 
Different numbers of Gaussian 
densities 

92.590 94.000 94.818 

Different numbers of iterations 92.757 95.700 96.31 

4.2 Experiment 2: Evaluation of robustness to data variability 

We are interested here in the study of the gain in terms of robustness and stability of our 
approach in the face of interspeaker variability. The SAD dataset is dedicated to speaker-
independent systems, because the 22 test speakers did not participate in the recording of 
the training dataset, which implies a significant intra-class variability due to the large 
interspeaker variability. A robust system should not be too sensitive to this variability. To 
study the robustness of our approach to interspeaker variability, we propose to use two 
dispersion parameters taken from probability theory and statistics, namely the standard 
deviation and the coefficient of variation. The lower the values of these parameters, the 
more robust the system, and conversely, the higher they are, the more there will be of 
chances that the performance of the system deteriorates strongly due to interspeaker 
variability. 

We calculated the standard deviation of speaker accuracies. The lower this standard 
deviation, the more robust the system and, therefore, less sensitive to speaker variation. 

The interspeaker standard deviation is calculated as follows:  

( )2

1

1 n

s peak
speak

σ Acc μ
n =

= −  (11) 

where, n is the number of speakers (here, n = 22), Accspeak is the accuracy over the set of 
examples of speaker speak and μ is the average accuracy of the speakers (corresponds to 
the overall accuracy of the ensemble). 

We also calculated the coefficient of variation (CV), known as the relative standard 
deviation RSD (Relative Standard Deviation). It is a relative measure of the data 
dispersion around the mean. This coefficient is defined as the ratio of the standard 
deviation σ to the mean μ, and is often expressed as a percentage (see equation 12). Its 
advantage is that it allows comparing variation degrees, even if the means are different. 
The lower the value of the coefficient of variation, the lower the dispersion around the 
average accuracy, and therefore, the greater the robustness of the system in the face of 
interspeaker variability. 

*100 σCV
μ

=  (12) 
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In Table 4, we summarise the results obtained in terms of robustness measured by the 
standard deviation and the interspeaker CV. 
Table 4 Evaluation of robustness to interspeaker variability 

 
Basic 
HMM 

Ensemble with 
different 

number of 
states 

Ensemble with 
different 

initial models 

Ensemble with 
different 

numbers of 
Gaussians 

Ensemble with 
different 

number of 
iterations 

Average 
Accuracy 
(%) 

93.81 96.54 97 94.45 96.31 

Ensemble 
size 

1 4 9 3 4 

σ 11.2512 7.8177 5.1824 8.6008 6.6288 
CV 11.99 8.10 5.34 9.11 6.88 

From Table 4, we can clearly notice the stability of our approach and its robustness to 
intra-class variability, especially in the case of multiple modelling from different initial 
models. In this case, we obtained a standard deviation of 5.1824 and a coefficient of 
variation of 5.34, which are much lower than those of the base HMM classifier, for which 
a standard deviation of 11.2512 and a coefficient of variation of 11.99 were marked. 

Figure 3 Experimental protocol to study the impact of ensemble size on accuracy 
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4.3 Experiment 3: The Impact of the ensemble size on accuracy 

The goal of this experiment is to examine the relationship between ensemble size and 
accuracy for each method of ensemble creation. The experimental protocol (Figure 3) 
followed to achieve this objective is as follows: We start by using a single classifier, then 
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we gradually add another, and we evaluate the accuracy of the whole, and so on, until 
that all generated classifiers are used. The curves in Figure 4 show the results obtained. 

Figure 4 The impact of ensemble size on accuracy in the case of: (a) different numbers of states, 
(b) different initial models, (c) different numbers of Gaussian densities, and  
(d) different numbers of iterations (see online version for colours) 

( )

 

( )

 
(a)     (b) 

  
(c)     (d) 

An analysis of the results presented in Figure 4 leads to the following observations: 

• The ensemble always gives better results than any individual classifier. This 
confirms the results obtained in the previous experiment. 

• Ensemble size has a small impact on accuracy in all three cases: Different numbers 
of states (Figure 4(a)), different initial models (Figure 4(b)), and different numbers 
of iterations (Figure 4(d)). 

• Increasing the number of classifiers does not systematically improve the accuracy of 
the ensemble, especially in the case of different numbers of Gaussian densities 
(Figure 4(c)). For this specific case, we marked an opposite impact, which can be 
explained by the fact that the classifier added each time is weaker than the previous 
classifiers. Indeed, the accuracy of the classifiers generated in this case decreases 
when the number of Gaussian densities increases. For example, the accuracies of the 
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first three classifiers are 92.59%, 92.50 and 90.59% respectively; therefore adding 
the third classifier to the ensemble of the first two classifiers will affect negatively 
and significantly the overall accuracy of the ensemble. 

From these observations, we can conclude that the extension of the ensemble by the 
addition of a new member is not necessarily useful. It depends on how it performs 
relative to other members of the ensemble and its effect on diversity. Nevertheless, the 
size of the ensemble could have a big impact on the performance of the ensemble if the 
base classifiers are both high accurate and diverse. 

4.4 Experiment 4: Comparison of the 4 methods of ensemble creation in terms 
of accuracy and diversity 

In Table 5, values are calculated for 10 different randomly chosen ensembles, each of 
them containing 5 base classifiers. The first row represents the proposed ensemble 
creation methods. The second row represents the average accuracy of the 10 ensembles 
on validation dataset, whereas the third one reports the average accuracy of the 10 
ensembles on the test dataset. The other rows indicate the average values of the different 
diversity measures (Q, ρ, D, DF, kw, k, Ent, θ, GD and CFD) calculated on the validation 
dataset. The best accuracy and diversity values are marked in bold and underlined. 
Table 5 Comparison of the four methods of ensemble creation in terms of accuracy and 

diversity 

 Different 
numbers of 

states 

Different 
initial 
models 

Different numbers 
of Gaussian 

densities 

Different 
numbers of 
iterations 

Average accuracy of the 
10 ensembles on 
validation dataset 

93.636 93.846 90.871 93.125 

Average accuracy of the 
10 ensembles on test 
dataset 

95.509 95.660 92.977 95.306 

Pairwise 
measures 
calculated on 
validation 
dataset  

Q ↓ 0.885 0.856 0.879 0.870 
ρ ↓ 0.448 0.409 0.468 0.430 
D ↑ 0.103 0.114 0.123 0.110 

DF ↓ 0.052 0.049 0.073 0.052 
Non-Pairwise 
measures 
calculated on 
validation 
dataset 

kw ↑ 0.041 0.045 0.049 0.044 
k ↓ 0.446 0.403 0.465 0.425 

Ent ↑ 0.150 0.165 0.180 0.161 
Θ ↓ 0.052 0.049 0.066 0.052 

GD ↑ 0.495 0.533 0.462 0.512 
CFD↑ 0.703 0.729 0.677 0.711 

The following conclusions can be drawn from Table 5: 
Whether for the validation dataset (row 2) or for the test dataset (row 3), the four 

proposed methods can be ranked, in terms of accuracy, from best to worst as follows: 
Different initial models (93.84% and 95.66%), different numbers of states (93.63% and 
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95.50%), different numbers of iterations (93.12% and 95.30%) and different numbers of 
Gaussian densities (90.87% and 92.97%). 

The majority of diversity measures (Q, ρ, DF, kw, k, Ent, θ, GD and CFD) show that 
the classifiers created from different initial models are the most diversified. Therefore, it 
can be inferred that there is an agreement between accuracy and these diversity measures. 

We can clearly observe that D, kw and Ent are not suitable for predicting which of the 
proposed ensemble creation methods is better. Indeed, the best values of these three 
measures are obtained when using different numbers of Gaussian densities. However, this 
method is the worst in terms of overall accuracy (92.977% vs. 95.509%, 95.660% and 
95.306%). Moreover, by excluding this case from our comparison, we obtain a total 
consensus between the ten measures of diversity. 

4.5 Experiment 5: Ensemble selection 

There is currently no consensus in the literature regarding the choice of a diversity 
measure or another measure for ensemble selection, as this essentially depends on the 
problem under study. This experiment aims to study the possible relationships between 
the different measures of diversity and the ensemble accuracy with the aim of choosing, 
among these measures, the one best suited to our approach, and to show if the diversity 
within the base classifiers is sufficient for ensemble selection. To achieve this goal, we 
considered five ensembles numbered from 1 to 5 for each ensemble creation method. The 
ten diversity measures are calculated on the validation dataset, while the accuracies of the 
ensembles are evaluated on the test dataset. Table 6 presents the obtained results in the 
case of using classifiers, which differ, in their number of states. Table 7 presents the 
results of using classifiers with different initial models. Table 8 presents the results 
obtained using classifiers with different numbers of Gaussian densities. Whereas, the 
results, in the case of the use of classifiers with different numbers of iterations, are 
reported in Table 9. In each of these tables, the first column represents the ensemble 
number, the second one represents the ensemble accuracy, and the other columns 
represent the diversity measures. For better readability, the best values are underlined. 
Table 6 Relationship between diversity measures and ensemble accuracy when using different 

numbers of states 

Ensemble 
number 

Ensemble 
accuracy 
(%) on 
the test 
dataset 

Pairwise measures on 
validation dataset  Non-Pairwise measures on validation 

dataset 

Q↓ ρ↓ D↑ DF↓  kw↑ K↓ Ent↑ Θ↓ GD↑ CFD↑ 

1 95.045 0.864 0.401 0.104 0.044  0.042 0.398 0.150 0.045 0.543 0.753 
2 95.636 0.902 0.424 0.081 0.035  0.032 0.421 0.115 0.037 0.534 0.757 
3 95.727 0.879 0.394 0.087 0.034  0.035 0.393 0.127 0.037 0.559 0.755 
4 95.227 0.918 0.460 0.074 0.037  0.029 0.458 0.108 0.039 0.501 0.708 
5 95.909 0.904 0.428 0.079 0.035  0.031 0.426 0.115 0.037 0.530 0.726 
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Table 7 Relationship between diversity measures and ensemble accuracy when using different 
initial models 

Ensemble 
number 

Ensemble 
accuracy 
(%) on 
the test 
dataset 

Pairwise measures on 
validation dataset  Non-Pairwise measures on validation 

dataset 

Q↓ ρ↓ D↑ DF↓  kw↑ K↓ Ent↑ Θ↓ GD↑ CFD↑ 

1 96.000 0.811 0.335 0.114 0.034  0.045 0.313 0.160 0.037 0.623 0.811 
2 96.181 0.859 0.372 0.091 0.033  0.036 0.374 0.132 0.036 0.576 0.763 
3 95.545 0.864 0.371 0.090 0.032  0.036 0.369 0.130 0.035 0.580 0.770 
4 96.636 0.799 0.302 0.107 0.029  0.043 0.296 0.155 0.033 0.645 0.810 
5 94.772 0.888 0.425 0.090 0.040  0.036 0.423 0.130 0.042 0.526 0.731 

Table 8 Relationship between diversity measures and ensemble accuracy when using different 
numbers of Gaussian densities 

Ensemble 
number 

Ensemble 
accuracy 
(%) on 
the test 
dataset 

Pairwise measures on 
validation dataset  Non-Pairwise measures on validation 

dataset 

Q↓ ρ↓ D↑ DF↓  kw↑ K↓ Ent↑ Θ↓ GD↑ CFD↑ 

1 94.727 0.887 0.426 0.094 0.043  0.037 0.425 0.136 0.044 0.522 0.731 
2 91.227 0.907 0.508 0.106 0.070  0.042 0.506 0.157 0.065 0.432 0.646 
3 94.818 0.883 0.401 0.089 0.036  0.029 0.400 0.134 0.044 0.551 0.733 
4 92.454 0.916 0.503 0.093 0.058  0.031 0.502 0.140 0.063 0.445 0.647 
5 91.090 0.902 0.498 0.107 0.068  0.036 0.497 0.161 0.071 0.441 0.628 

Table 9 Relationship between diversity measures and ensemble performance when using 
different numbers of iterations 

Ensemble 
number 

Ensemble 
accuracy 
(%) on 
the test 
dataset 

Pairwise measures on 
validation dataset  Non-Pairwise measures on validation 

dataset 

Q↓ ρ↓ D↑ DF↓  kw↑ K↓ Ent↑ Θ↓ GD↑ CFD↑ 

1 95.727 0.893 0.419 0.090 0.038  0.036 0.412 0.131 0.040 0.538 0.743 
2 94.590 0.890 0.421 0.093 0.040  0.037 0.411 0.133 0.041 0.537 0.747 
3 96.000 0.886 0.391 0.080 0.030  0.032 0.390 0.115 0.033 0.566 0.760 
4 95.727 0.887 0.401 0.085 0.033  0.034 0.394 0.121 0.036 0.558 0.771 
5 95.045 0.908 0.445 0.082 0.038  0.032 0.440 0.120 0.040 0.514 0.712 

As shown by the results presented in Table 6, there is no well-established relationship 
between ensemble accuracy and diversity measures in the case of different numbers of 
states. Indeed, the most diverse ensemble (number 3) is not the best accurate (number 5). 
Therefore, it is not useful to use these diversity measures as a criterion for ensemble 
selection. 

Contrary to Table 6, the results of Tables 7, 8 and 9 clearly indicate that: 
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• When different initial models are used to create the ensemble (Table 7), if we 
exclude the measures D, kw and Ent, the most diverse ensemble (number 4) 
considering all the other diversity measures is indeed the most efficient. Similarly, 
for the case where different numbers of Gaussian densities are used (Table 8), the 
most diversified set (number 3) is also the most accurate. 

• In case of using different numbers of iterations as ensemble creation method (Table 
9), except for D and Ent, the most diverse ensemble in terms of all diversity 
measures is also the more accurate (number 3). 

From the last four tables, the relationship between the different diversity measures can be 
summarised in Table 10. The crosses indicate the diversity measures that succeeded in 
selecting the best ensemble in terms of accuracy. 
Table 10 Summary table of the relationship between the different diversity measures and their 

impact on the ensemble selection 

 Q ρ D DF kw k Ent θ GD CFD 
Different numbers 
of states 

          

Different initial 
models 

X X  X  X  X X X 

Different numbers 
of Gaussian 
densities 

X X  X  X  X X X 

Different numbers 
of iterations 

X X  X X X  X X X 

To conclude this experiment, as shown in Table 10, we can ensure that all diversity 
measures except D, kw and Ent can play an important role in ensemble selection, except 
in the case of using different numbers of states, where the most diverse ensemble is not 
necessarily the most accurate. Therefore, to select the best ensemble, it is enough to use 
one of the seven measurements Q, ρ, DF, k, θ, GD, and CFD because a total agreement is 
marked between all these measurements. If there was no total consensus, it would be 
possible to have them voted on to further improve the result. 

4.6 Experiment 6: The impact of diversity on combination gain 

We aim through this experiment to examine the relationship between different diversity 
measures and the combination gain. The latter corresponds to the difference between the 
accuracy of the ensemble and that of the best base classifier. For this purpose, we have 
built several ensembles by each of the four proposed methods. For each ensemble, we 
calculated the combination gain and the diversity of its base classifiers using the ten 
diversity measures. The obtained results are illustrated in Figures 5, 6, 7 and 8, where the 
x-axis represents the numbers of the generated ensembles and the y-axis represents the 
combination gain and the diversity measures. 

We have divided the diversity measures into two groups: Those that reflect the 
similarity between the base classifiers (Q, ρ (marked by rho in the figures), DF, k and θ 
(marked by theta in the figures)), they are illustrated in left Figures 5(a), 6(a), 7(a) and 
8(a), and those reflecting the diversity of base classifiers (D, kw, Ent, GD and CFD) 
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which are illustrated in right Figures 5(b), 6(b), 7(b), and 8(b). As noted earlier in this 
section, in the case of similarity measures, the smaller the value, the greater the diversity, 
and in the case of diversity metrics, the greater the value, the greater the diversity. In 
order to make it possible to represent several different measures in the same graph, we 
have multiplied each diversity measure by a positive value; this will have no effect on the 
relationship between the curves because all measures of the same curve are multiplied by 
the same value. 

Figure 5 Relationship between diversity and combination gain in the case of different numbers of 
states: (a) measures of similarity (↓), and (b) measures of diversity (↑) (see online 
version for colours) 

(b) Measures of diversity (↑) 
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Figure 6 Relationship between diversity and combination gain in the case of different initial 
models: (a) measures of similarity (↓), and (b) measures of diversity (↑) (see online 
version for colours) 
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Figure 7 Relationship between diversity and combining gain in the case of different numbers of 
Gaussian densities: (a) measures of similarity (↓), and (b) measures of diversity (↑)  
(see online version for colours) 
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Figure 8 Relationship between diversity and combination gain in the case of different numbers of 
iterations: (a) measures of similarity (↓), and (b) measures of diversity (↑) (see online 
version for colours) 

 

 

 

1 1.5 2 2.5 3 3.5 4 4.5 5

0

0.5

1

1.5

2

2.5

3

The ensemble number

S
im

ila
rit

y 
m

ea
su

re
s 

&
 C

om
bi

na
tio

n 
ga

in

 

 
Combination gain
Q*2
rho
DF*5
k*2
theta*20

( )

 
1 1.5 2 2.5 3 3.5 4 4.5 5

0

0.5

1

1.5

2

2.5

3

The ensemble number

D
iv

er
si

ty
 m

ea
su

re
s 

&
 C

om
bi

na
tio

n 
ga

in

 

 
Combination gain
D*10
kw*20
Ent*7
GD*2
CFD*2

 
(a)     (b) 

From Figure 5 where the classifiers differ in their numbers of states, we notice that all the 
diversity measures except DF and θ of the ensemble number one (Figure5(a)), agree very 
well with the combination gain and with the curves in Figure 5(b). For example, the most 
important combination gain is achieved in the ensemble number 1 and the smallest value 
of each similarity measure (Figure 5(a)) and the highest value of each diversity measure 
(Figure 5(b)) are reached in the same ensemble. Similarly, the lowest combination gain is 
obtained in the least diverse ensemble (number 4) in the sense of all diversity measures. 

In the case of using different initial models to create the diversity between the base 
classifiers (Figure 6), the combination gain is fully correlated with all the diversity 
measures presented in the two Figures 6(a) and 6(b). The greatest combination gain is 
obtained in the most diverse ensemble (number 4), and the least significant gain 
corresponds to the least diverse ensemble (number 2). 

In the case of using ensembles of classifiers with different numbers of Gaussian 
densities, Figure 7 shows the existence of some correlation between the diversity 
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measures, but there is no relevant relationship between the gain of combination and the 
different measures of diversity. 

From Figure 8 (the case of ensembles created with different numbers of iterations), 
we notice that except for the case of ensemble 5, and the case of DF and θ in ensemble 4, 
the combination gain improves as diversity increases for all diversity measures. 
Moreover, there is full agreement between D, Ent and kw, and there is also a relevant 
relationship between these three measurements and the combination gain. 

From this experiment, it can be concluded that, in almost all cases, there is a direct 
correlation between diversity and combination gain. However, using diversity measures 
alone to assess the quality of an ensemble may not be useful, as it favours the most 
diverse ensembles that generate an important combination gain by neglecting individual 
classifiers accuracies. This could lead, if the individual classifiers are weak, to poor 
overall accuracy, despite a significant combination gain. 

Let’s take an example of 4 ensembles: E1 composed of 2 weak classifiers (accuracy 
of 70% and 75%) but very diversified, E2 composed of 2 strong classifiers (accuracy of 
80% and 85%) but not very diversified, E3 composed of 2 weak classifiers (accuracy of 
70% and 75%) and little diversified, and E4 composed of 2 strong classifiers (accuracy of 
80% and 85%) and very diversified. Based on the direct correlation between the diversity 
of the ensemble and the combination gain, we assume that the combination gain of E1 is 
7%, that of E2 is 2%, that of E3 is 2% and that of E4 is 6%. The overall accuracies that can 
be calculated by summing the accuracy of the best individual classifier and the 
combination gain are summarised in Table 11. 
Table 11 Example showing the complementary relationship between ensemble diversity and 

individual performance 

Ensemble Diversity Best individual 
accuracy 

Combination 
gain 

Ensemble 
accuracy 

E1 Very strong 75% (weak) 7% 75 + 7 = 82% 
E2 Weak 85% (strong) 2% 85 + 2 = 87% 
E3 Weak 75% (weak) 2% 75 + 2 = 77% 
E4 Strong 85% (strong) 6% 85 + 6 = 91% 

We notice that E4 gives better results than E1 despite the latter being more diversified and 
presenting a higher combination gain. This is justified by the fact that the classifiers of E1 
are much weaker. For the two ensembles E2 and E3, which have the same degree of 
diversity, we notice that E2 is more accurate because its individual classifiers are more 
accurate. By comparing the ensembles E2 and E4, which have the same individual 
accuracy, we find that E4 performs better because its individual classifiers are more 
diverse and, therefore, exhibit a greater combination gain. 

Through this example, we can deduce that there is a complementarity relationship 
between the ensemble diversity and the individual accuracies. To increase the accuracy of 
the ensemble, we must therefore select, as far as possible, the base classifiers which are 
both the most accurate (to obtain a high average accuracy) and the most diversified (to 
obtain a high combination gain). 
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4.7 Comparison of results with previous work on SAD dataset 

To properly appreciate our ensemble approach, it is compared, as illustrated in Figure 9, 
with some recent works on the SAD database. 

We notice from Figure 9 that the best accuracy 97% is recorded for our approach in 
the case of multiple modelling from different initial models. For the other cases of our 
approach, the accuracies are comparable with those of the best works in the literature. It 
is also interesting to note that, in addition to its superiority over classical approaches 
(basic HMM, k-NN, SVM and NN), our approach gives better results, compared to the 
most recent approaches based on Deep learning, such as the convolutional neural network 
CNN (94.77%), the improved CNN with dynamic weight alignment (96.95%), and long 
short-term memory (LSTM) (96%). 

Figure 9 Comparison of results with previous work on SAD dataset (see online version  
for colours) 

 

5 Conclusions 

In this paper, we presented an HMM-based ensemble method. It consists in generating, 
for the same class, a set of HMM models that differ by one of the parameters of their 
initial configurations. The generated HMM models are, first, grouped into an initial set of 
classifiers that differ in their initial configurations. Then, a static selection of the best 
subset is performed based on accuracy and diversity as selection criteria. During the 
recognition phase, the selected classifiers are put in cooperation, and their outputs are 
merged before making the final decision. We studied four ways to differentiate between 
initial configurations: Different numbers of states, different initial models, different 
numbers of Gaussian densities per state, and different numbers of iterations of the 
training algorithm. The comparative results with the basic HMM and other classifiers 
used in previous works show the effectiveness of our approach in terms of accuracy and 
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robustness, especially in the case where different initial models were used as a method 
for ensemble creation. 

An experimental analysis of the impact of these parameters on the ensemble creation 
and selection, in terms of diversity and accuracy, was carried out in order to determine 
the parameter having the greatest effect on the quality of the ensemble. We also 
investigated the impact of ensemble size on accuracy, as well as the relationship between 
ten diversity measures and the combination gain. This experimental study allowed us to 
draw the following conclusions. First, ensemble size has a slight impact on accuracy. 
Moreover, adding a new classifier to the ensemble can have an inverse impact on the 
quality of the ensemble. In fact, it is intuitive to argue that combining fewer high-accurate 
and diverse classifiers is better, in terms of performance and complexity, than combining 
a large number of weak classifiers. The second conclusion is that there is a strong 
correlation, on the one hand, between the measures 𝑄, 𝜌, 𝐷𝐹, 𝑘, 𝜃, 𝐺𝐷 𝑒𝑡 𝐶𝐹𝐷, and on 
the other hand, between 𝐷, 𝑘𝑤 𝑒𝑡 𝐸𝑛𝑡. These last three measures are not useful for 
evaluating the quality of the ensemble in the four cases of ensemble creation. However, 
full consensus was found between all other measures 𝑄, 𝜌, 𝐷𝐹, 𝑘, 𝜃, 𝐺𝐷 𝑒𝑡 𝐶𝐹𝐷, where 
the major combination gain is recorded in the most diverse ensemble. Therefore, we can 
ensure that the use of one of these last measures, combined with the accuracy of the 
individual classifiers, as a selection criterion, will have a significant impact on the 
ensemble quality. 

The proposed ensemble method has significant potential to be utilised in a wide range 
of applications where speech recognition is required, thus making the method an essential 
advancement in speech recognition technology. It demonstrates significant potential for 
further research, with several possible directions for improvement and extension. One 
promising avenue involves the use of optimisation techniques for ensemble selection, 
such as bio-inspired algorithms including gray wolf and genetic algorithms. These 
techniques can help identify the optimal set of base classifiers for the ensemble, leading 
to further improvements in accuracy. Another area for exploration is the integration of 
multimodal sources. By incorporating visual data like lips movements or other types of 
data, we can further enhance the robustness of the speech recognition system to variations 
in audio signals, leading to greater accuracy and reliability. In addition, the use of 
denoising algorithms and large noisy datasets can dramatically improve performance and 
robustness in noisy environments. By reducing noise levels and incorporating a broad 
range of noise types, the system can better distinguish speech from background noise and 
improve overall performance. Furthermore, combining different feature extraction 
methods is another fruitful strategy. By integrating a diverse range of feature sets, we can 
further elevate ensemble performance and capture a broader spectrum of information 
from the speech signals. Finally, expanding the application of this approach to other 
domains of pattern recognition, including but not limited to handwritten, gesture, and 
image recognition, and investigating its potential relevance in diverse IT domains, such 
as natural language processing, bioinformatics, and even anomaly detection in  
cyber-security, has the potential to unveil its extensive capabilities and advantages. This 
exploration could pave the way for fresh developments and valuable insights in these 
respective fields. 
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