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Abstract: Using the resources of several cloud service providers (CSPs) to 
store, serve, and access user’s data can improve availability and reduce latency. 
However, the management of multicloud systems also poses an important 
challenge of how to guarantee that requests from any region to geo-distributed 
replicas of the database will content equivalent actual data, which is considered 
in this paper. The existing taxonomy of data consistency models allows 
choosing the required level of data consistency in cloud systems, however, the 
implementation of consistency protocols for multicloud systems requires a  
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reasonable choice of middleware architecture and compromise decisions 
between response time and other constraints required by clients requirements. 
We propose consistency protocol based on the geo-distributed architecture of 
multicloud middleware to assign the ordering of numbers in a global sequence 
for incoming writing. 

Keywords: data consistency; consistency protocol; consistency model; multi 
clouds; cloud service providers; multicloud systems; latency; geo-distributed 
database; response time; middleware architecture. 
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1 Introduction 

Multicloud systems have many advantages (Rafique et al., 2015; Abualkishik et al., 2020; 
Kozina and Panchenko, 2018). Each organisation has a justified set of QoS requirements 
for its customers and expects to achieve them using multiple CSP resources (Ibrahim  
et al., 2016). Some organisations are using multicloud to obtain a high-power  
high-bandwidth computing environment, as discussed in Koulouzis et al. (2020). For 
other organisations, multicloud is primarily an opportunity to receive a reliable service 
for storing, processing and geo-distributed data access for their customers, as shown in 
Gudeme et al. (2019), García-Dorado (2015) and Jambunathan and Yoganathan (2018). 
Still, others require some combination of a powerful computing environment and data 
storage/processing. However, today, choosing the optimal architecture and organising 
effective management of multicloud systems remains a challenge with highly specialised 
ad hoc solutions (Bittencourt and Calheiros, 2017). 

In this paper, we discuss the issues of ensuring data consistency in multicloud 
systems designed primarily for storing and accessing data. A prime example of this type 
of system is healthcare record systems (Chandavale et al., 2019; Rezaeibagha and Mu, 
2016). The problem of data consistency does not arise when in all data storage and 
processing centres the data itself, which the user can access at any moment, is identical, 
in other words, there is no situation when at the same time in some data centres (DC) 
there is new data, while others do not yet. How to organise replicas of data within cloud 
resources is a task for each CSP that can be addressed in different ways. But the task of 
replicating data between several CSPs should be solved by middleware developers (Viotti 
and Vukolić, 2016), which is directly related to the choice of both the architecture and the 
multicloud system consistency protocol. 

This work proposes the protocol of monotonic write consistency VIP-Grab for 
multicloud systems. The latency of user data writing can be used for numerical 
comparison and selection of the optimal multicloud architecture. This paper discusses the 
results of an experiment to determine the latency of writing in replicas of a real database 
located in Azure, AWS and Google Cloud Platform (GCP) for a geo-distributed 
middleware architecture. 
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2 Problem statement 

Applying at least three replicas in different storage centres into different CSPs minimises 
the risk of failure data loss, thereby ensuring that users’ data can be recovered in the 
event of a failure, as discussed at work Alshammari et al. (2020). In our work, the 
structure of a multicloud system is considered as a resource group of three different CSPs 
with a centralised control geo-distributed middleware with high availability (Figure 1). 

Figure 1 General scheme of a multicloud system with geo-distributed middleware 

 

In common case, a multicloud middleware can perform different types of tasks depending 
on the purpose of use and multicloud’ architecture, for example, combining 
heterogeneous resources from different administrative domains; providing 
interoperability including managing data locality and latency; incentivising resource 
sharing; implementing easy-to-use authentication and authorisation mechanisms; 
analysing and combining a variety of billing models at different service as studied at 
works (Bittencourt and Calheiros, 2017; Koulouzis et al., 2020; Wang et al., 2020; 
Mealha et al., 2019). In this work, we assume that a multicloud middleware has a central 
role in the management of resources from different cloud providers by enabling a 
distributed system platform that can efficiently coordinate users traffic, route users’ data 
read/write operations and also, as a service broker, collect real-time data. 

Let the databases of each cloud contain identical data, i.e. are replicas, and the user is 
guaranteed that a read request sent to the database of any CSP will return up-to-date and 
identical data. We classify as a write (or update) any operation that modifies the value of 
an object in the database, while, conversely, reads return to the caller the current value 
held by the object’s replica without causing any change to it. 

The middleware architecture significantly affects the final level of data consistency 
for multiclouds, since the level of consistency implemented in the middleware 
additionally superimposed on the level of consistency implemented by each CSPs 
separately. In this regard, for numerical comparison of the final levels of data consistency 
in multicloud, it is advisable to use the numerical values of data reading latency, which in  
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turn depend on the consistency protocol implemented in the middleware. The main goal 
of the work is to develop a data consistency protocol for the middleware that would 
provide the minimal dynamically adjustable response from replicas in a multicloud with 
guaranteed identical up-to-date data when clients contact from any location. 

3 Related work 

Several works in the literature deal with different types of consistency from traditional to 
novel consistency models, such as Aldin et al. (2019) and Viotti and Vukolić (2016). 
Consistency means that each process knows of the other processes have access to the 
resource, whether they read or write, and also know what to expect. The authors 
demonstrate that characteristics of the distributed systems such as reliability, availability, 
latency, energy consumption, scalability, cost/monetary cost and others depend on the 
correct choice and effective implementation of the consistency model. Although they 
focus on more than 50 different consistency semantics that applies to distributed web 
services and distributed storage systems, none of them is related to the consistency model 
for multicloud systems with database replicas. Such research influenced the development 
of this work. 

In Ardekani and Terry (2014), the Tuba – a geo-replicated key-value store – was 
implemented as middleware on top of Microsoft Azure Storage which provides  
geo-replication consistency-based service level agreements and automatic 
reconfiguration. Six levels of consistency – strong, eventual, read-my-writes (RMW), 
monotonic reads, bounded, and causal – are implemented in the proposed cloud storage 
system. Depending on the desired consistency/latency combination, the network delays 
between clients and various DCs, and cost constraints, new configurations of replicas 
executed. Authors experimentally demonstrated that cloud storage system reconfiguration 
completed automatically every two hours can increases read with guaranteeing strong 
consistency by 18% but the possibility of implementation of such an approach to 
multicloud systems should be discussed. 

Lots of works, like Crain and Shapiro (2016), Ren et al. (2019) and Mealha et al. 
(2019), are focused on different types of algorithms and protocols for enforcing different 
consistency, for example, causally consistent protocol, SLOG to ensure strict 
serialisability guarantees, a weak consistency model protocols based on the operational 
transformation or conflict-free replicated data types (CRDT). 

Kakwani and Nasre (2020) proposed a protocol supported read-only transactions 
(ROT), named Orion. Implementation of this protocol for enforcing causally consistent in 
distributed multi-version key-value store with full replication across three Google Cloud 
Platform DCs located in Iowa, Finland and Taiwan has demonstrated increasing up to 
1.7× higher throughput against the existing protocol CausalSpartanX. 

In some works, replication algorithms basing on various parameters combinations 
that reflect the functioning efficiency of distributed systems are proposed. In Wang et al. 
(2012), a dynamic data replication strategy based on a trade-off between reading access 
time and write updating cost using historical access records and proactive deletion is 
proposed. The authors note that the method of replica placement and weight of historical 
records are essential to achieve the required dynamic replication performance in 
distributed systems. 
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In Zawirski et al. (2013), latency by geo-replicating data in several DCs across the 
world was estimated. Proposed client-assisted failover protocol preserves causality 
cheaply and in addition to its updates, a client may observe a causally-consistent view of 
stable (i.e., stored at multiple servers) updates from other users. Experiment with DCs in 
three Amazon EC2 availability zones had shown that in the cloud-no fault-tolerant 
configuration, transaction latency is proportional to the client-DC RTT, and  
cloud-fault-tolerant suffers additional latency for writing to a quorum. Besides, 
SwiftCloud protocol has based on using a cache containing replicas of a subset of objects 
(partial replication), so this protocol is difficult to use for multicloud systems. 

In Wu and Madhyastha (2013), the potential latency benefits of deploying 
webservices across three popular cloud infrastructure services – Amazon EC2, Google 
Compute Engine (GCE) and Microsoft Azure are estimated. The authors examine reasons 
for the potential latency benefits of web service deployments spanning multiple cloud 
services but the latency of read/write operations in a multicloud architecture with 
database replicas is not analysed. 

In Eischer et al. (2020), a novel architecture of cloud-based geo-replication 
applications with the protocol to perform guaranteed writes are proposed. The protocol 
named Weave is a Paxos-based multi-leader state-machine replication protocol that 
optimised quorum sizes to provide guaranteed writes locally within each replica group 
hosted in separate cloud-provided fault domains. The experiment with replicas spread 
across the three Amazon EC2 regions in Ohio, Frankfurt and Sydney, demonstrate that 
Weave’s response time is more than 78% lower than the Paxos broadcast optimisation 
protocol required two wide-area communication steps. Thus, this protocol can improve 
the quality of service and reduce latency in cloud systems of one CSP, but the techniques 
studied here are others. In this paper, we propose the VIP-Grab protocol of monotonic 
write consistency for multicloud systems. 

4 Protocol of consistency VIP-Grab 

The basis of the algorithm for setting the order of data writing to databases on different 
CSPs is a mechanism in which the write operation does not automatically synchronise the 
replicas of databases located at different cloud providers. This is applying an approach 
similar to that used for active replication with a fully ordered global sequence of data 
write. 

As a basic model of data consistency in a multicloud with middleware, the monotonic 
write consistency model is used. Data transfers between resources of different CSPs tend 
to have a longer WAN latency, so the proposed VIP-Grab protocol of consistency uses as 
little data and message transfers between clouds as possible. 

In the VIP-Grab protocol, the formation of message flows is based on the developed 
data preparation algorithm, the input data for which is information about the data 
transmission intervals between various parts of the entire system. The use of the 
cumulative results of this algorithm allows for flexible adjustment of the response of the 
multicloud system both in the long and short term. It is also proposed to use various 
mechanisms for users data read and write operations processing. 
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Figure 2 Flows of packages for writing 

 

The scheme of data flow control in the VIP-Grab protocol is shown in Figure 2. The 
client side of the cloud application sends a data packet for writing PW(key, data) with a 
unique key to the databases of all cloud providers. At the same time, the client side of the 
cloud application sends a message with this same key to the nearest middleware node. 
When the key is received by the middleware the matching node sends a notification about 
grab the current free number N in the global sequence for writing to the other nodes. 

The proposed algorithm allows setting the correct order of increasing numbers in a 
global sequence for writing during the adjustment interval for all data packets received by 
all geo-distributed middleware nodes. At the end of the adjustment interval, each node 
that received a unique key send to all cloud databases the message Ack(key, N*) 
containing this key and the corrected number in the global sequence N* received after 
sorted such numbers. 

The package with user data is written to the database of each CSP only when from the 
middleware the sorted number N* from the global sequence arrives issued for the 
corresponding key and only after the successful execution of writing procedure with the 
previous number N* – 1 package. Acknowledgements about the successful write  
Ack(w, key) and the successful read Ack(r, key) go to the middleware. 
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Such consistency protocol allows processing read operations separately from data 
writing operations and directing read requests from users to the nearest CSP, thereby 
reducing response time, but it requires a conscious choice of localisation of middleware 
nodes. The middleware should have nodes located as close as possible to geographic 
clusters of users. It means that, on the one hand, it is possible to arrange the middleware 
at the CSP whose resources is going to use by the customer of the multicloud system for 
access and process data. However, on the other hand, if the main goal of organising a 
multicloud system is to avoid dependence on single cloud data storage, then middleware 
nodes should be located at an additional cloud resource provider that has the lowest 
round-trip time (RTT) from areas of the largest concentration of users. 

4.1 Algorithm for preparing data for ordering numbers in a global sequence for 
writing in multicloud replicas 

A justified choice of middleware nodes localisation allows us to consider the directions 
of data transfer between its nodes Bri as a complete graph. Moreover, we assume that 
each middleware node serves its own assigned region of users. The directions of data 
transfer between four nodes Bri with assigned regions of users are shown on the service 
region map in Figure 3. When a new user is connected, depending on its geographic 
location, the middleware determines which node it will be served by. 

Figure 3 Service region map for middleware nodes 

 

For each region, it is necessary to determine it – the average time of package delivery 
from users to node Bri; Br

iσ – the standard deviation (SD) of the delivery time of packets 
from users to node Bri. 
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The choice of the sample duration for calculating such averages will be a very 
important step. The accumulation of statistically reliable data will make it possible to 
rank the necessary average response values from nodes depending on the day of the 
week, time of day, season or other parameters that are significant for the operation of the 
entire multicloud system, which means dynamically reconfigure data flows from users to 
middleware nodes. 

The set of SDs { | (1 )}Br
iG σ i M= ∈ …  is sorted in descending order and the position 

numbers of the elements in such a sorted set correspond to the service priority numbers 
by the SD Pr(σBr) for the corresponding node, for example, for eight middleware nodes, 
i.e., for M = 8, priority table matching SDs might look like this: 
Table 1 Priorities of nodes by SD 

Br
iσ  0.065 0.064 0.057 0.057 0.033 0.031 0.029 0.026 

Bri 5 3 4 7 8 2 6 1 
Pr(σBr) 1 2 3 4 5 6 7 8 

If the values σi are equal, the priority numbers are sorted by the node index of the 
distributed middleware. 

The intervals during which the messages from one middleware nodes can reach other 
nodes are random values, therefore, as input values for the considered algorithm for 
generating numbers in the global sequence for writing, it is necessary to use a set of a 
priori obtained mean values and SDs of such message delivery intervals τi,j from each 
node to all others pairwise. For example, let for multicloud system with M = 8 the 
obtained symmetric matrix of pairwise message delivery intervals τi,j look like this: 

1 2 3 4 5 6 7 8

1

2

3

, 4

5

6

7

8

251 80 62 148 135 90 51
251 129 359 41 28 29 28
80 129 31 132 98 71 62
62 359 31 31 149 30 47

148 41 132 31 31 36 134
135 28 98 149 31 143 80
90 29 71 30 36 143 143
51 28 62 49 134 80 143

i j

Br Br Br Br Br Br Br Br
Br
Br
Br

τ Br
Br
Br
Br
Br

−
−

−
= −

−
−

−
−

 (1) 

Then the set F of maximum values for each row {max τi,j} for this matrix will be such: 

{251, 359, 142, 359, 148, 149, 143, 143}F =  (2) 

The set F is sorted in descending order. In this case, the position numbers in such a sorted 
set correspond to the levels of service priorities for pairwise message delivery intervals, 
for example, for M = 8 according to the set F, the priority table for pairwise message 
delivery intervals Pr(τBr) may look like in Table 2. 
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Table 2 Priorities of nodes by pairwise message delivery intervals 

max τi,j 359 359 251 149 148 143 143 132 
Bri 4 2 1 6 5 7 8 3 
Pr(τBr) 1 2 3 4 5 6 7 8 

In the case of equality of values max τi,j, the priority levels are set following the priority 
levels by SDs for the same nodes, for example, according to the data in Table 2,  
max τ4,2 = max τ2,4 = 359, however, the priority level is Pr(τBr4) > Pr(τBr2) because  
Pr(τBr4) > Pr(τBr2). Thus, the priority levels by SDs are the second rule for ranking 
middleware nodes when prioritising nodes by pairwise message delivery intervals. 

The average value of the longest pairwise message delivery interval between nodes 
max τ, taking into account the SD of this random variable, is the adjustment interval T for 
numbers in the global sequence, i.e., T = max τ + σ. Thus, the adjustment interval is 
longer than any length of message delivery interval between all nodes in the middleware. 

During the adjustment interval T, the message with the key from the user may arrive 
at the moment when the notification about the grab of the number, sent by this node, does 
not have time to reach all nodes. The ‘availability window’ Wi of a node Bri is a certain 
interval from the beginning of the adjustment interval T, during which all messages sent 
by the node Bri will have, on average, sufficient time to reach all other middleware nodes 

,
1

maxi i j
j M

W T τ
=

= −
…

 (3) 

4.2 Algorithm for ordering numbers in a global sequence for writing in replicas 
of a multicloud 

The main mechanism for numbers ordering in the global sequence for writing in the 
databases of various CSPs implies that a notification about sending data to cloud storages 
with a unique key from the user is sent to one middleware node Bri only. During the 
adjustment interval, each middleware node Bri receiving key must send to the rest of the 
nodes a message about number grab Grab(Bri, Nj, Ix), which contains: 

• the identifier of the node Bri that received key 

• the primary version of the number in the sequence, Nj 

• the identifier of the adjustment interval, Ix. 

Each middleware node, having received a notification Grab(Bri, Nj, Ix) from any other 
node, the so-called ‘foreign Grab’, according to the rules for managing numbers, can 
correct the numbers of ‘own Grabs’ only, i.e., those capture notifications, the numbers for 
which it generated. The following rules are formulated for managing numbers in the 
global sequence for writing in each node: 

1 Each node Bri in its ‘own Grab’, which is generated in response to the first message 
from the user with a key in the ‘availability window’ Wi, uses the starting free 
number Nf(Bri, Ix) of the node as the number in the sequence. Nf(Bri, Ix) then 
increases by 1 and becomes the current sequence number for the current ‘availability 
window’. When forming all subsequent ‘own Grabs’ from the ‘availability window’, 
the current free number Ny(Bri, Ix) is used, after which 1 is also added to it. 
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2 Each node Bri in its ‘own Grabs’ sent after the end of the ‘availability window’ in the 
current adjustment interval, uses the value ‘Next’ instead of the current number 
Nf(Bri, Ix) in the global sequence, i.e., it sends messages like Grab(Bri, Next, Ix). Each 
subsequent notification in the current adjustment interval is assigned the value  
‘Next + 1’ instead of a number in the sequence. 

An example of ‘own Grabs’ exchange between nodes Br5 and Br7 in one adjustment 
interval I12 if free start number Nf = 154 is demonstrated in Figure 4. Let packets 
P(key4) and P(key5) arrived at node Br7 during the current adjustment interval I12 = 
[t1, t1 + T] after the end of the ‘availability window’ W7. In this case, node Br7 should 
send to node Br5 message Grab(Br7, Next, I12) about packet P(key4) and message 
Grab(Br7, Next + 1, I12) about packet P(key5) but not use numbers from the sequence, 
like 154 or 155. 

Figure 4 An example of ‘own Grabs’ exchange between nodes Br5 and Br7 in one adjustment 
interval I12 if free start number Nf = 154 (see online version for colours) 

 

3 Upon expiration of each adjustment interval at each node Bri, a new free start 
number is calculated in the sequence Nf(Bri, Ix) as the sum of the values: free start 
number of the previous adjustment interval Nf(Bri, Ix–1); the amount of received 
‘foreign Grabs’ without the value ‘Next’ for the current adjustment interval; the 
amount of ‘own Grabs’ sent by this node during the ‘availability window’, i.e., 
amount of messages without ‘Next’; the amount of received ‘foreign Grabs’ with the 
values ‘Next’ sent from the previous adjustment intervals: 

( ) ( ) ( )

( )
*

1
1... ,

1
1... ,

,

, , , ,  

, ,  

f i x f i x j x
j M

N Next

j x
j M

j i

N Br I N Br I Grab Br N I

Grab Br Next I

∗
−

=
≠

−
=

≠

= +

+




 (4) 

4 All notifications about grab of the number generated by the current node Bri with the 
value ‘Next’ in the previous adjustment intervals Ix–1, i.e., ‘own Grabs’ of the type 
Grab(Bri, Next, Ix–1), at the beginning of a new adjustment interval Ix have received 
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the replacement of the value ‘Next’ to the value of the new free start number  
Nf(Bri, Ix) and recalculated. By such way, there is, as it were, a movement of the 
generation time of such notifications from the interval Ix–1 to the beginning Ix and, 
accordingly, an increasing of the free number in the sequence Nf(Bri, Ix) for all other 
‘own Grabs’ or in other words ‘late notifications are considered first in the Next 
interval’. 

5 If the node Bri during the adjustment interval Ix received a ‘foreign Grab’ of the type 
Grab(Bri, Next, Ix), sent also in Ix, then this does not change the values of numbers in 
the sequence for ‘own Grabs’ in this Ix. 

6 If the node Bri during the adjustment interval Ix received a ‘foreign Grab’ of the type 
Grab(Brj, Next, Ix–1) sent in the previous adjustment interval Ix–1, then the free start 
number in the sequence Nf(Bri, Ix) for the current adjustment interval is increased by 
1, and accordingly, all the numbers already used in the current Ix are recalculated, in 
other words, ‘skip ahead late notification’. 

7 If the node Bri during the adjustment interval Ix received a ‘foreign Grab’ of the type 
Grab(Brj, Ny Ix) sent in the current interval from a node with a higher priority 
Pr( ) Pr( ),j iBr Brτ τ>  then all ‘own Grabs’ generated up to this moment during the 
‘availability window’ Wi increase by 1 their numbers in the sequence. This also 
means that for ‘own Grabs’ of the type Grab(Bri, Next, Ix–1) from the previous 
adjustment interval, the new value instead of the ‘Next’ is not calculated. 

At the finish of every adjustment interval Ix, each node Bri sends acknowledgement 
messages of the type Ack(key, Ny) to all cloud storages. These messages are containing 
the key of data key and the recalculated by this time numbers from the notifications 
Grab(Bri, Ny, Ix) that were adjusted during this interval Ix. 

The proposed algorithm for ordering numbers in a global sequence for writing 
generates for data received from one region during one adjustment interval the order of 
writing to the storages of various cloud providers similar to the order of their keys 
entering in the middleware. Using the numbers formed by this algorithm allows writing 
data received during the ‘availability windows’ from different regions in the same order 
to entering of their keys in the middleware. Also, the data, whose keys arrived in the 
middleware in the current adjustment interval, will have numbers for writing less than the 
data, whose keys arrived in the subsequent intervals. Thus, the numbers obtained by the 
proposed algorithm do not violate the chronology of writing data received as within each 
interval so between intervals from one region, as well as do not violate the chronology of 
writing data received within the ‘availability windows’ from different regions. 

5 The latency of writing 

As shown upper, applying the VIP-Grab protocol in a multicloud with the middleware 
leads to general latency LMultiCl between the users sending of data to cloud storage, let it 
be t0, and the moment when this data is written to all databases in a determined order 

| 1 ,w
it i S= …  where S is the number of CSPs in whose resources users’ data are storing. 

Let S = 3, then for each cloud database 
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w

MultiCl iL t t= −  (5) 

According to the VIP-Grab protocol, writing in the databases of each cloud occurs at the 
moments when both the message from the user containing the data and the key  
PW(key, data) and the message from the middleware node Ack(key, N*) containing the 
same key and the final corrected number N* in the global sequence already is collected. 

Let us assume that the moment when the message PW(key, data) enters in ith cloud 
depends primarily on the average delivery interval , iU Clt  between a user device and the ith 
cloud database, implying that the time interval required for processing and routing the 
message inside the cloud is much less than data delivery to the cloud. 

The message from the middleware node Ack(key, N*) can arrive in the ith cloud after 
processing the message PW(key, data) by nearest to user middleware node Bri. The time 
of this occurring also depends on the average delivery interval ,j iBr Clt  of the message 
between the jth middleware node and the ith cloud. 

Each middleware node generates a corrected number N* during one adjustment 
interval T if the message from the user arrived during the ‘availability window’ Wj of this 
middleware node Bri in the current adjustment interval, or during the next adjustment 
interval, if such message arrived to Bri after finishing the ‘availability window’ Wj in the 
previous adjustment interval. This means that the minimum time for forming a corrected 
number N* is the same for all middleware nodes and is equal to the adjustment interval T. 
The maximum time for forming the corrected number N* depends on a node and for jth 
node is ,

1
max .j i

i M
T τ

=
+

…
 

Considering that the adjustment interval depends on the maximum of inter-nodes 
message delivery intervals, for the furthest middleware node BrA in terms of inter-nodes 
pairwise delivery time, the duration of forming N* by VIP-Grab protocol Ts can be equal 

, , , ,
1... 1... 1... 1...

max max max 2 maxA A A ABr i Br i A Br i Br i A
i M i M i M i M

T τ τ σ τ τ σ
= = = =

+ = + + = +  (6) 

In the common case, the duration Ts of forming corrected number N* for jth middleware 
node take on value into 

( ) ( )( ),
1

max max max j i
i M

τ σ τ σ τ
=

 + + +
 …

…  (7) 

Thus, in the absence of restrictions on writing associated with incomplete writing 
operations of users data with previous numbers in the global sequence, writing of users’ 
data processed in jth middleware node occurs in the ith cloud at the moment w

it  of the 
presence of both messages, i.e. at the moment when the next logical expression is equally 
true: 

( ) ( )( )0 , 0 , ,i j j i
w

U Cl U Br s Br Clit t t t t T t= + ∧ + + +  (8) 

where , jU Brt  is the average delivery interval between a user device and nearest to him/her 
middleware node Brj. Then writing of users data in ith cloud database can be carried out 
only after sending the data, i.e. after the duration of general latency LMultiCl: 
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( )
( )( ) ( )

0

0 , 0 ,

0 , , 0 , ,

, if 0

, if 0

i

i i

j j i j j i

w
MultiCl i

U Cl U Cl i

U Br s Br Cl U Br s Br Cl i

L t t

t t t t L

t t T t t t T t L

= − =

 + − = Δ <= 
+ + + − = + + Δ >

 (9) 

where ΔLi is relative latency of writing determined as the difference between moments of 
receiving user data PW(key, data) and the acknowledgement message Ack(key, N*) from 
jth middleware node for ith cloud, i.e., 

( ), , ,j j i ii U Br s Br Cl U ClL t T t tΔ = + + −  (10) 

Intervals determined relative latencies ΔLi of writing data to clouds Cl1, Cl2 and Cl3 are 
shown in Figure 5. Suppose a data packet PW(key, data) sends by the client side at t0 and 
the adjustment interval T for each node Brj starts at t1. 

Figure 5 General latency 0i
w

MultiCl iL t t= −  and relative latencies ΔLi of writing (see online 
version for colours) 

 

The duration of forming corrected number N* for jth middleware node can take values 
from the interval (7), therefore the minimum relative latency ΔLi of writing for a user 
data after arriving at the cloud: 

min
, , ,Δ (max )j i j iU Br U Cl Br CliL t t τ σ t= − + + +  (11) 

and maximum relative latency equal to 

max
, , ,Δ 2maxj i j iU Br U Cl Br CliL t t τ σ t= − + + +  (12) 

and therefore the difference between the maximal and minimal data writing relative 
latency in a multicloud systems by using VIP-Grab protocol is determined by the 
duration of the longest pairwise message delivery interval between middleware nodes 
max τ. 



   

 

   

   
 

   

   

 

   

   56 O.A. Kozina et al.    
 

    
 
 

   

   
 

   

   

 

   

       
 

6 Reading control 

The existence of general latency iMultiClL  of writing for replicas in all clouds at applying 
of VIP-Grab protocol of consistency data shows simultaneously requests to reading for 
all clouds will not give identical results, so reading control mechanism must be used. 

The justified choice of the middleware nodes localisation, as described in Section 4, 
implies a priori analysis of pairwise message delivery intervals between its nodes, i.e. the 
minimum relative latency min

iLΔ  for each cloud can be estimated in advance. In this case, 
during the interval iMultiClL  ordered data will be written in all storages of the multicloud 
system, which means that to ensure the identity of responses to read requests, it is 
necessary to wait during an appropriate time before reading in every cloud. 

The durations of pairwise message delivery intervals max τ between middleware 
nodes are random values, the values of which many CSPs tend to reduce to improve the 
quality of service to their customers, therefore, for the correct implementation of the 
selected consistency model, it is necessary to collect and analyse data which also makes it 
possible to dynamically correct the adjustment interval T in the middleware and reading 
latency. 

7 Experiment 

Three CSPs for data storage were chosen as a test environment for numerical estimation 
of data write latency: AWS, Azure and GCP. Copies of the relational database were 
hosted on DC located in Ohio (AWS), on Frankfurt DC (GCP) and Western Europe DC 
(Azure). 

It is assumed that most users are located in Europe, but it is necessary to maintain 
accessibility to the data for users from all over the world. It is assumed that most data 
users of the selected multicloud system are located in Europe, but it is necessary to 
maintain the accessibility of data for users from all over the world. Each provider of the 
selected multi-cloud system has a data centre located in Frankfurt. To choose the provider 
to host the middleware for the tested multicloud system, we analysed the average of the 
data read intervals from the database copies for Frankfurt data centres of each provider. 

The console application has been developed on .Net Core 2.2 to form a stream of 
requests to read data from databases in all CSPs. Every day in the morning, afternoon and 
evening for three weeks, our application sent 1,000 requests to select data from R rows 
using the instruction select top R. Thus, we received 63,000 intervals with response times 
from each database for every CSP. To reduce the risk of correlated results number of 
rows N in each query was changed randomly, and every request was sent after getting a 
reply to the previous one with a 20 ms delay. Our application has launched from the same 
desktop PC located in Kharkiv (Ukraine). The request payload is set to 140 bytes. 
Average values and SDs of the obtained response intervals from the database for each 
CSP in milliseconds are presented in columns 2, 3, 4 of Table 3. 
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Table 3 Response times from databases located at different CSPs 

CSP (region) AWS (Frankfurt) Azure (Frankfurt) GCP (Frankfurt) AWS (Ohio) 
1 2 3 4 5 
Average time ms 101.08 105.17 108.87 208.47 
SD, , ,iU Clt  ms 0.0345 0.0249 0.0369 0.0385 

AWS has the lowest average response time for reading requests at 101.08 ms, so we 
recommend choosing AWS to host the multicloud middleware for the tested multicloud 
system. 

At the same time with using our application, the experiment of a similar form and 
content was conducted to collect and analyse the response times for reading requests to 
the database located on Ohio (AWS). Average values and SD of the obtained response 
intervals from the Ohio database are presented in column 4 of Table 3. 

The average values of the time intervals obtained in this experiment can be 
considered approximately equal to twice the duration of the message delivery from a user 
device to those CSPs whose resources there will be no middleware, i.e., half values from 
columns 3, 4, 5 in Table 3 can be used as , iU Clt  in general latency iMultiClL  calculations. 

Let us consider a case when a user, being in Kharkiv (Ukraine), writes data to AWS, 
Azure and GCP databases. To determine the latency of writing in each cloud ,iMultiClL  it 
is necessary to compare the minimum relative latency min

iLΔ  with zero. Assume that the 
nearest middleware node that process users requests from Kharkiv is located in Frankfurt 
(AWS), therefore, ,, 50.54AWS FrankfurtU Brt =  ms. 

The minimum duration Ts of the formation of a number N* in the global sequence due 
to VIP-Grab protocol, as shown in Section 4, is determined as maxτ σ+ and is chosen as 
the maximum values of pairwise message delivery interval between all middleware 
nodes. According to data from AWS Latency Monitoring1 the average intra-region 
latency for AWS nodes in December 2020 is 468.79 ms and we will consider this value 
as an approximate doubled value of the data transfer interval between its nodes. SD for 
average RTT was not found in the public sources, so we assume for AWS σ = 0.06 ms 
and max τ + σ ≈ 234.39 + 0.06 = 234.45 ms. Now, let’s determine the general latency of 
writing in each cloud. 

The minimum relative latency of writing for a user data after arriving at the Azure 
database is 

0 1 0 1

0 1

0 1

min
, , ,1

,

,

Δ (max )

50.54 52.58 234.45

232.41 0

U Br U Cl Br Cl

Br Cl

Br Cl

L t t τ σ t

t

t

= − + + +

= − + +

= + >

 (13) 

where 0 1,Br Clt  is the average message delivery interval between the nearest middleware 
node (AWS, Frankfurt) and cloud database in Azure (Frankfurt). According to round-trip 
latency Azure2, the average intra-regional RTT between the closest West Europe Azure 
nodes is 11 ms, therefore, we will assume 0 1, 5Br Clt ≈  ms. Then, min

1 237.41LΔ =  ms and 
the general latency of writing data to the Azure database equal to 
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( )1 0 0 1, , (50.54 234.45) 5 289.99 msMultiCl U Br s Br ClL t T t= + + = + + =  (14) 

The minimum relative latency of writing for a user data after arriving at the GCP 
(Frankfurt) 

0 2 0 2

0 2

0 2

min
, , ,2

,

,

Δ (max )

50.54 54.43 234.45

230.56 0

U Br U Cl Br Cl

Br Cl

Br Cl

L t t τ σ t

t

t

= − + + +

= − + +

= + >

 (15) 

According to Google Cloud latency between regions3 the average intra-regional RTT 
between the nearest nodes of GCP in Europe is 7.42 ms, therefore, let message delivery 
interval between the middleware node (AWS, Frankfurt) and GCP (Frankfurt) is 

0 2, 3Br Clt ≈  ms. Then, the minimum relative latency equal to min
2 233.56LΔ =  ms and 

general latency of writing data to the GCP database is 

( )2 0 0 2, , (50.54 234.45) 3 287.99 msMultiCl U Br s Br ClL t T t= + + = + + =  (16) 

The minimum relative latency of writing for a user data after arriving at the AWS (Ohio) 

0 3 0 3

0 3

0 3

min
, , ,3

,

,

Δ (max )

50.54 104.23 234.45

180.76 0

U Br U Cl Br Cl

Br Cl

Br Cl

L t t τ σ t

t

t

= − + + +

= − + +

= + >

 (17) 

According to 1 the average intra-regional RTT between AWS nodes in Ohio and 
Frankfurt determined due to 30-days observations is 102 ms, so assume that 

0 2, 51 ms.Br Clt ≈  Then, minimum relative latency equal to min
3 231.76 msLΔ =  and general 

latency of writing data to the AWS database is 

( )3 0 0 3, , (50.54 234.45) 51 335.99 msMultiCl U Br s Br ClL t T t= + + = + + =  (18) 

8 Discussion and conclusions 

Analysis of the obtained values of the minimum relative latency min
iLΔ  of writing in a 

multicloud system by using the VIP-Grab consistency protocol shows that the main 
contribution to them is made by the duration of the adjustment interval determined as 
max τ + σ, which in turn depends on the intra-region latency between the middleware 
nodes. On the other hand, the analysis of message delivery intervals between a 
geographic cluster of users , jU Brt  and middleware nodes also plays a significant role in 
location choosing for middleware, as in the dynamical correction of the adjustment 
interval. The more values , jU Brt  are collected for potential CSPs with middleware before 
deciding on its placement, the more optimal response of the entire multicloud system will 
be obtained, both at reading/writing for users. 
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For the cases of using a multicloud system to organise a highly reliable service with 
wide geo-distributed data availability, it should be noted the impact of the quality of a 
priory collection of message delivery intervals between all parts of the multicloud 
system: multicloud architects should pay attention to statistically significant sample size, 
the type of protocol in experiments – ICMP or TCP, as well as the dependence of latency 
on the time of day and seasons. 

Thus, in this paper, we presented VIP-Grab protocol based on the geo-distributed 
architecture of middleware, which provides the ordering of numbers in a global sequence 
for writing operations in database replicas located in different CSPs. The duration of the 
interval iMultiClL  during which the data ordered by VIP-Grab protocol will be written to 
the databases of all clouds can be used to numerically compare the optimality of 
multicloud systems architectures and select the appropriate CSPs configuration per the 
client’s requirements. Determining the optimal latency of writing in each database of a 
multicloud system with middleware, and hence the values of deferred reading, is a  
multi-criteria task even from the point of view of estimating time parameters. 
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