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Abstract: Image quality assessment (IQA) methods are generally studied in the spatial or
transform domain. Due to the BRISQUE algorithm evaluating the quality of an image only based
on its natural scene statistics of the spatial domain, the frequency features that are extracted
from the modulation transfer function (MTF) are applied to improve its performance. MTF
is estimated based on the slanted-edge method. The two-dimensional grey fitting algorithm is
utilised to estimate the edge slope more accurately. Then the three-order Fermi function is
utilised to match the preliminary estimated edge spread function to reduce the aliasing influence
on MTF estimation. The features such as crucial frequency and the MTF value at Nyquist
frequency are calculated and adopted to the BRISQUE method to assess the image quality.
Experimental results on the image quality assessment databases illustrated that the proposed
method outperforms the BRISQUE method and some other common methods, based on the
linear and nonlinear correlation between the image quality assessed by the methods and their
subjective value.
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1 Introduction

Image quality could validate the performance of both
the image capture devices and the algorithms that tackle
various kinds of image processing problems. Many types
of research aim to improve and utilise the quality of
images, e.g., image fusion (Tambe et al., 2021; Wei et al.,
2021), noise quantisation (Yu et al., 2022), image denoising
(Laksir et al., 2019), palm-print recognition (Poonia and
Ajmera, 2022). Image quality assessment (IQA) algorithms
are powerful tools to judge the image quality. Full-reference
methods and no-reference methods are generally used
IQA methods. Full-reference image quality measurement
methods are widely used for the simple computational
process and good performance. Peak signal-to-noise ratio
(PSNR), structure similarity index (SSIM) (Wang et al.,
2004), multiscale structure similarity index (MS-SSIM)
(Wang et al., 2003) and some deep learning-based IQA
methods (Zhou and Chen, 2021; Saeed et al., 2021; Zhou
et al., 2021) are all pertain to full-reference IQA method.

No-reference (NR) IQA method may be more
convenient if the original reference image is unknown.
Some NR IQA algorithms evaluate the quality of an image
using features extracted from the transform domain. The
blind image quality index (BIQI) (Moorthy and Bovik,
2010) assesses the quality of an image using the features
related to the wavelet coefficients. BLIINDS-II (Saad et al.,
2012) extracts the features of the distribution of discrete
cosine transform (DCT) coefficients to compute the image
quality. The distortion identification-based image verity
and integrity evaluation (DIIVINE) algorithm (Moorthy
and Bovik, 2011) utilises the wavelet coefficients of an
image to predict its quality. Another kind of NR IQA
methods evaluate the quality of an image using features
related to image spatial characteristic, Blind/referenceless
image spatial quality evaluator (BRISQUE) (Mittal
et al., 2012b) assesses the image quality by its spatial
statistical characteristics. The third kind NR IQA algorithm
combines the features both in spatial and transform domain,
stereoscopic IQA (Guan et al., 2022) utilising features
related to complex contourlet coefficients and spatial
characteristics of an image. Spatial-spectral entropy-based
quality (SSEQ) (Liu et al., 2014) uses spatial and frequency

entropies to assess the image quality. The quality of the
super-resolution image is also measured by both the spatial
and frequency characteristic (Zhou et al., 2019).

Only using spatial features, BRISQUE lacks the
frequency analysis of an image. It might be helpful
to add some frequency characteristics to BRISQUE in
IQA. In this paper, we added the frequency features
to BRISQUE to address this problem. The frequency
features are extracted from the modulation transfer function
(MTF) that is estimated using the image, MTF can
represent both the quality of an image and the device
that captures the image. After adding the frequency
features, the proposed IQA method contains both the
spatial and frequency characteristic of an image, which can
improve the performance of IQA. MTF is the frequency
response of an imaging system (Bundy and Wallen, 1986).
It could be estimated by an image captured by the
imaging system. Therefore, MTF can also denote the
quality of the image, especially the quality that relates
to its frequency characteristic. MTF is widely utilised
in the image enhancement, such as the super-resolution
reconstruction of remote sensing images (Fan et al., 2017).
In this paper, we introduce the frequency information
to the BRISQUE method to improve its performance.
Features extracted from MTF are utilised as the frequency
characteristics supplement for BRISQUE algorithm. Twelve
characteristic parameters are extracted for image quality
evaluation, i.e., crucial frequency, MTF values at zero and
Nyquist frequency, and the average MTF values of every
0.1 cycle/pixel interval in the range of [0, 0.8] cycles/pixel.
The contributions of the proposed work mainly include two
aspects, which can be described as,

1 To improve the performance of the MTF estimation, a
two-dimensional grey fitting method is utilised to
estimate the slope of the slanted-edge, followed by the
edge spread function is fitted by three-order Fermi
function. Using this method, the aliasing of the MTF
is reduced.

2 We added 12 frequency features extracted from the
MTF of an image to BRISQUE algorithm to improve
the IQA performance.
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The remaining sections are organised as follows. Section 2
presents the BRISQUE algorithm. Section 3 introduces the
slanted-edge MTF estimation method and its improvement.
The features extracted from MTF are also presented in
this section. Section 4 illustrates the simulation results.
Section 5 presents the discussion about the proposed
method.

2 Blind/referenceless image spatial quality evaluator

Blind/referenceless image spatial quality evaluator
(BRISQUE) (Mittal et al., 2012b) is a two-scale natural
scene statistics IQA algorithm. It maps the spatial features
of an image into the generalised Gaussian distribution
(GGD) and the asymmetric GGD (AGGD) with different
parameters on each scale. The parameters of the fitted
distributions serve as the features to IQA. The spatial
characteristic BRISQUE used is the mean subtracted
contrast normalised (MSCN) coefficient, which is defined
as,

Ŝij =
Sij −mij

σij + c
, (1)

where Sij is the pixel grey, and c is a small positive
constant to ensure the numerator is not divided by zero.
mij and σij are the local mean and standard variance of
the assessed image, respectively.

According to the fact that the statistical property varies
from different kinds of image distortion, GGD is used to fit
the distribution of MSCN coefficients. GGD is formulated
by,

g(z;ω, σ2) =
ω

2ζΓ(1/ω)
exp

(
−
(
|z|
ζ

)ω)
, (2)

where

ζ = σ

√
Γ(1/ω)

Γ(3/ω)
. (3)

Here, Γ(·) is the gamma function. ω is a shape control
parameter and σ2 represents the variance. In each scale of
BRISQUE, both ω and σ are used as quality assessment
features.

BRISQUE models the statistical relationships of
neighbouring MSCN coefficients of each of the four
directions (horizontal, vertical, main-diagonal, and
secondary diagonal) by AGGD, respectively,

g(z;h, σ2
l , σ

2
r) =


h

(ζl+ζr)Γ(1/h)exp(−(z/ζl)
h)
, x < 0

h

(ζl+ζr)Γ(1/h)exp(−(z/ζr)
h)
, x > 0

(4)

ζl,r = σl,r

√
Γ(1/v)

Γ(3/v)
, (5)

where h is the shape parameter and σ2
l , σ2

r are spread
parameters. These three parameters are also used as features
of each scale of BRISQUE algorithm.

The last feature extracted from the AGGD model is θ,
which is defined as,

θ = (ζr − ζl)
Γ(2/h)

Γ(2/h)
. (6)

The features (h, σ2
l , σ2

r , θ) extracted from each of
the four directions constitute 16 features extracted from
AGGD model in each scale. Adding the two features
(ω, σ2) extracted from GGD in each scale, BRISQUE
extracts 18 features in each scale. Thus, BRISQUE extracts
36 features in two scales.

3 Improvement of MTF and its utilisation in the IQA

3.1 Slanted-edge MTF estimation and its improvement

ISO 12233 standard adopts a slanted-edge method to
estimate the MTF (Estribeau and Magnan, 2004). This
slanted-edge MTF estimation method is widely accepted. It
estimates MTF by a region of interest (ROI) that contains
a slanted-edge cropped from the studied image. Estimated
by the ROI of the tested image, MTF could also represent
the quality of the image and be helpful in assessing the
image quality. One of its realisation methods is completed
by Burns and Williams (2002). The MTF is estimated using
the following steps. First, the derivative of the luminance of
pixels in every row of the selected ROI is calculated. Then,
the centroid of the derivative of every row is computed.
After that, the centroids are used to estimate the slope of
the line to perform a line fit on the slanted-edge. Using the
slanted-edge method, the deviation of the evaluated slope
of the slanted-edge is less than 0.5 degrees for many digital
cameras (Burns, 2002). The edge spread function (ESF) is
obtained by projecting the luminance of the pixels along
the direction of the fitted line to the horizontal axis. The
derivative of the ESF is the line spread function (LSF) of
the image. MTF can be easily estimated because it is the
Fourier transform of LSF.

To conquer the MTF estimation degradation caused by
the error of edge slope, Zhang et al. (2018) proposed to skip
the edge angle estimation. The method directly calculates
the LSF of each row and its differential operation. However,
most MTF estimation methods are still based on Burns’
method. Williams (1998) studied the influences of several
factors that affect the MTF estimation, including edge
angle, noise, binning ratio, and the edge region clipped by
different rows and columns of an image. Besides the noise
and edge angle, Xie et al. (2018a) conducted a statistical
analysis of the error of the MTF estimation. Alaruri (2016)
measured the MTF by slanted-edge method using images
captured by different illumination levels and concluded
that better MTF estimation can be obtained at a higher
illumination level. Much work has been done to improve
the accuracy of slanted-edge MTF estimation method. Xie
et al. (2018b) utilised the Tikhonov regularisation method
to suppress the influence of noise in the ESF estimation.

To alleviate the influence of the noises on the
ESF estimation, Tzannes and Mooney (1995) utilised a
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third-order Fermi function to fit the ESF estimated by
Burns’ method. The third-order Fermi function is defined
as,

F (x) =
3∑

i=1

ai
1 + e(x−bi)/ci

+D, (7)

where D is the minimum value of the ESF estimated
by Burns’ method. For each i (i = 1, 2, 3), the unknown
parameters ai, bi, and ci denote the amplitude, centre, and
an adjusting parameter for one Fermi function, respectively.
Optimisation methods such as simplex minimisation can be
used to find the optimal value of the three parameters. Their
initial values are also determined by the ESF estimated
by Burns’ slanted-edge method. The details of which are
described by Tzannes and Mooney (1995).

However, the slanted-edge might not be genuinely
straight due to the noise or other image degradation
factor, which would decrease the estimating precision of
the slanted-edge slope. Masaoka (2018) proposed an MTF
estimation method that can process a slanted-edge with any
angle. The algorithm fits a two-dimensional function to the
pixel illuminance of the ROI, which is represented by,

Gfit(i, j) = (GH −GL)C(i,m+ j/k, σ) +GL, (8)

where Gfit(i, j) is the fitted pixel grey value. GH and
GL are the mean value of the high and low luminance of
the slanted-edge ROI, respectively. C(·) is the cumulative
distribution function of a Gaussian distribution with a
standard variance σ that is set to be a constant in the
experiment. The unknown slope k of the slanted-edge is
estimated simultaneously with the mean m of the Gaussian
distribution, using the nonlinear programming method.

Figure 1 From left to right, the DMOS of each image is
62.90, 0, 42.02, and 43.72, respectively

Figure 2 The selected slanted-edge ROI of each image in
Figure 1

Inspired by the method of Masaoka (2018), we adopt
the grey value fitted method to estimate the slanted-edge
slope. Then, the pixels are projected along the edge
direction to estimate the preliminary ESF, which is fitted
by the third-order Fermi function to obtain the final ESF

evaluation value. This third-order Fermi function fitted ESF
(FESF) could obtain a smooth ESF. The MTF estimated by
FESF is named FMTF in this paper.

Figure 3 Estimated ESF of each image in Figure 1
(see online version for colours)
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Figure 4 Estimated MTF of each image in Figure 1
(see online version for colours)
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Figure 1 exhibits four different images selected from LIVE
IQA database (Sheikh et al., 2006). From left to right, the
difference mean opinion scores (DMOS) of the four images
are 62.90, 0, 42.02, and 43.72, respectively. The larger the
DMOS scores, the poorer the image quality is. Figure 2 is
the corresponding slanted-edge ROI selected from the four
images in Figure 1. The corresponding estimated ESFs of
the images in Figure 1 are shown in Figure 3. It can be seen
that compared with the ESF estimated by Burns’ method
(blue line), the curve of FESF (solid line) is smoother.
As shown in Figure 4, there is no aliasing for the MTF
evaluated by the proposed method. In reality, both the high
and low grey level regions of the selected slanted-edge ROI
might not have uniform pixel grey values. This deficiency
would lead to the aliasing of the MTF, making the MTF
not coincide with the quality of the image. The estimated
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MTF of the reference image (DMOS= 0) is shown in the
upper right of Figure 4. It can be seen that the aliasing
of the slanted-edge method estimated MTF is higher than
that of the other three images, which is inconsistent with
the image quality. Meanwhile, the aliasing of the proposed
FMTF decreases.

3.2 Feature parameters extracted from MTF

Figures 5 and 6 present some detailed results of selected
slanted-edge ROI. The top row of Figures 5 and 6 marks
the ROI selection of each tested image with a red rectangle.
The details of the selected ROI are shown in the bottom row
of Figures 5 and 6. The selected slanted edges are affected
by noise, blurring, and other image degradations.

Figure 5 Example 1 for ROI selection of images

Note: The top row marked the selected ROI of each
image with the red rectangle. The bottom row is
the corresponding slanted-edge ROI.

Figure 6 Example 2 for ROI selection of images
(see online version for colours)

Note: The top row marked the selected ROI of each
image with the red rectangle. the bottom row is
the corresponding slanted-edge ROI.

MTF measures the spatial frequency resolution of an
imaging device. It represents the frequency response of the
image when estimated by the slanted-edge-based methods.
Theoretically, the maximum value of MTF is 1, and MTF
should acquire this maximum value when the frequency is
equal to 0, i.e., MTF(0) = 1 is the maximum. Since the
ROI captured from images might not have the unchangeable
greyscale on either side of the slanted-edge, the maximum

value of the estimated MTF might not be at zero frequency.
Figure 7 shows the estimated MTF of a JPEG distortion
image from LIVE database. The maximum value of MTF
estimated by Burns’ method is 1.1 at the frequency of 0.06
cycles/pixel. In this paper, the MTF is normalised, which
may cause MTF(0) ̸= 1. Since this property is important
for MTF, we take MTF(0) as the first MTF feature in the
quality assessment.

The second MTF feature we used is MTF(0.5). Because
the sampling interval of the image is one pixel, the
Nyquist frequency is 0.5 cycles/pixel (Burns and Williams,
2008). Hence, MTF(0.5) denotes the MTF at the Nyquist
frequency, and it is significant in the IQA.

Figure 7 MTF of a JPEG image (see online version
for colours)
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When estimating the ESF, the slanted-edge method
interpolates the pixels of the slanted-edge ROI before they
are projected to the horizontal axis, to reduce the aliasing of
the estimated MTF. However, the aliasing is difficult to be
eliminated. Thus, MTF at frequency 0.8 cycles/pixel, which
is located among the frequency [0.5, 1], is selected as the
third MTF feature to measure the aliasing of the MTF.

The selected fourth MTF feature is related to the
limiting visual resolution (Burns and Williams, 2008) of
human beings. The MTF value of 0.1 is critical as
it represents the limiting resolution of human vision.
Therefore, the frequency at which MTF drops to 0.1 serves
as the fourth MTF feature.

The last 8 extracted MTF features are the average
MTF values of every 0.1 cycles/pixel interval in [0, 0.8]
cycles/pixel. When the frequencies are larger than 0.5
cycles/pixel, the mean MTF values can be used to judge the
aliasing of the estimated MTF. The mean MTF values at
smaller frequencies are important to the evaluation of image
quality intuitively.

As described above, totally 12 features are extracted
from the MTF of an image. Adding the 36 features
extracted from BRISQUE algorithm, the proposed method
uses 48 features to assess the quality of an image.
The features include spatial and frequency characteristics
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that derived from BRISQUE and MTF respectively. The
proposed 12 features extracted from the MTF estimated
by slanted-edge method combined with the features of
BRISQUE constructs the novel IQA method, namely
Slanted-Edge MTF BRISQUE (SEM-BRISQUE). Similarly,

the 12 features extracted from the FMTF combined with
the features of BRISQUE constructs another IQA method,
named FSEM-BRISQUE.

Table 1 Mean PCC for 300 times train and test on the LIVE database

Method JP2K JPEG GBLUR FF Total

BLIINDS-II 0.8988 0.9590 0.9033 0.8739 0.8592
NIQE 0.8678 0.7912 0.9403 0.7699 0.7821
PSNR 0.9027 0.9184 0.8193 0.8722 0.8597
SSIM 0.9372 0.9015 0.9432 0.9360 0.9059
MS-SSIM 0.9198 0.8736 0.8941 0.8942 0.8559
BRISQUE 0.9397 0.8853 0.9551 0.9055 0.9072
SEM-BRISQUE 0.9547 0.9309 0.9604 0.9113 0.9370
FSEM-BRISQUE 0.9517 0.9414 0.9655 0.9528 0.9440

Note: The ratio of trained and tested images is 3:1. The best results are highlighted in ital.

Table 2 Mean SROCC for 300 times train and test on the LIVE database

Method JP2K JPEG GBLUR FF Total

BLIINDS-II 0.8691 0.9059 0.8509 0.7993 0.8194
NIQE 0.8908 0.8665 0.9381 0.8127 0.8578
PSNR 0.8798 0.9077 0.7899 0.8070 0.8432
SSIM 0.9247 0.9297 0.9271 0.9389 0.9347
MS-SSIM 0.9060 0.9279 0.8725 0.8991 0.9089
BRISQUE 0.9485 0.9138 0.9603 0.9278 0.9418
SEM-BRISQUE 0.9537 0.9087 0.9581 0.9323 0.9437
FSEM-BRISQUE 0.9538 0.9172 0.9614 0.9282 0.9471

Note: The ratio of trained and tested images is 3:1. The best results are highlighted in ital.

Table 3 Average PCC for 1,000 times train and test on the LIVE database

Method JP2K JPEG GBLUR FF Total

BLIINDS-II 0.8592 0.9339 0.8606 0.7859 0.8146
NIQE 0.8666 0.7927 0.9390 0.7689 0.7821
PSNR 0.8996 0.9178 0.8299 0.8790 0.8617
SSIM 0.9357 0.9009 0.9437 0.9351 0.9059
MS-SSIM 0.9191 0.8714 0.8966 0.8945 0.8559
BRISQUE 0.9367 0.8853 0.9556 0.9096 0.9065
SEM-BRISQUE 0.9531 0.9314 0.9610 0.9097 0.9366
FSEM-BRISQUE 0.9503 0.9424 0.9662 0.9258 0.9440

Note: The ratio of trained and tested images is 3:1. The best results are highlighted in ital.

Table 4 Average SROCC for 1,000 times train and test on the LIVE database

Method JP2K JPEG GBLUR FF Total

BLIINDS-II 0.8669 0.9077 0.8586 0.8067 0.8185
NIQE 0.8922 0.8730 0.9385 0.8087 0.8575
PSNR 0.8758 0.9077 0.8065 0.8174 0.8538
SSIM 0.9255 0.9344 0.9299 0.9404 0.9307
MS-SSIM 0.9100 0.9303 0.8814 0.9027 0.9089
BRISQUE 0.9306 0.9273 0.9596 0.9211 0.9361
SEM-BRISQUE 0.9549 0.9121 0.9593 0.9304 0.9440
FSEM-BRISQUE 0.9535 0.9204 0.9593 0.9297 0.9477

Note: The ratio of trained and tested images is 3:1. The best results are highlighted in ital.
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4 Experimental results

We select 233 images from LIVE database to evaluate the
performance of the two proposed IQA methods. In the
experiments, the images are classified randomly into two
non-overlapping sets, namely training set and test set. Using
the images in the training set, a quality assessment model
is trained by the support vector machine (Schölkopf et al.,
2000). This model is used to evaluate the image quality in
the test set.

The performance of the compared methods is appraised
using linear Pearson’s correlation coefficient metric (PCC)
and the nonlinear Spearman’s rank ordered correlation
coefficient (SROCC) metric. Both PCC and SROCC can
denote the resemblance between image scores predicted by
the IQA method and the subjective DMOS values.

To illustrate the effectiveness of the two proposed
methods, we choose six state-of-the-art methods that are
based on the image spatial or frequency characteristic
assessment for comparison, including PSNR, SSIM (Wang
et al., 2004), MS-SSIM (Wang et al., 2003), BRISQUE
(Mittal et al., 2012b), BLIINDS-II (Saad et al., 2012), and
NIQE (Mittal et al., 2012a). The estimated image quality
scores of the eight compared methods are adjusted by a
logistic function (Sheikh et al., 2006) before computing the
PCC and SROCC with DMOS.

The experiments are performed on the image sets of
four different distortion types from LIVE database, namely
JPEG2000 (JP2K), JPEG, Gaussian blur (GBLUR), and
Fast fading (FF). In the first experiment, the training and
test image set are randomly selected with a trained and
tested image ratio of 3:1. The training and test experiment
was repeated 300 times. Table 1 shows the results of
average PCC values of the compared methods, in which
the highest value of each image type is marked in ital.
The average PCC values between DMOS and the image
quality estimated by the compared methods for all the
tested images are also computed, which is listed in the
last column of Table 1, named total. In other tables of the
paper, total also indicates the mean PCC or SROCC value
of all the test images. It can be concluded from Table 1
that the proposed FSEM-BRISQUE method performs better
than other methods, except for JP2K images. Compared
with the BRISQUE method, the two proposed methods
both obtain improvements on each distorted image type
in terms of average PCC. The mean SROCC performance
of this experiment is tabulated in Table 2, in which the
best performance for each image type is also in ital.
The proposed FSEM-BRISQUE ranks the first place in
average SROCC value for all the tested images. Besides, it
outperforms the compared methods on JP2K and GBLUR
distorted images.

To check the influence of the train and test times,
1,000 times train and test examinations are implemented
in the second experiment. The ratio of the trained and
tested images is also set as 3:1. The experimental results
of average PCC are shown in Table 3. It can be
seen that, compared with BRISQUE, both the proposed
methods obtain a higher average PCC for all the images.

FSEM-BRISQUE method obtains the highest correlation
with DMOS for the average of all the tested images,
and its performances on JPEG and GBLUR images are
better than the other methods. The SEM-BRISQUE method
performs best on JP2K images. The average SROCC
results shown in Table 4 indicate that the SEM-BRISQUE
method achieves the highest SROCC value for the JP2K
and FF images. FSEM-BRISQUE method outperforms the
compared methods on the average SROCC of all the
images. The two proposed methods both perform better
than BRISQUE according to the average SROCC value
for all the images. SEM-BRISQUE and FSEM-BRISQUE
method do not outperform BRISQUE algorithm for JPEG
and GBLUR images in terms of mean SROCC. The reason
is that the estimated results are affected by the selected
slanted-edge. If its quality is very different from that of
the whole image, the estimation deviation will be high. As
can be observed from Tables 1 to 4, the average PCC and
SROCC results are almost the same for different test counts
of 300 and 1,000.

Table 5 Average PCC for 1,000 times train and test on the
LIVE database for all the images with different ratio
of trained and tested images

Total Total
Method (train and test (train and test

ratio, 4:1) ratio, 3:1)

BLIINDS-II 0.8146 0.8146
NIQE 0.7821 0.7821
PSNR 0.8617 0.8617
SSIM 0.9059 0.9059
MS-SSIM 0.8559 0.8559
BRISQUE 0.9074 0.9065
SEM-BRISQUE 0.9389 0.9366
FSEM-BRISQUE 0.9450 0.9440

Note: The best results are highlighted in ital.

Table 6 Average SROCC for 1,000 times train and test on the
LIVE database for all the images with different ratio
of trained and tested images

Total Total
Method (train and test (train and test

ratio, 4:1) ratio, 3:1)

BLIINDS-II 0.8185 0.8185
NIQE 0.8575 0.8575
PSNR 0.8538 0.8538
SSIM 0.9347 0.9307
MS-SSIM 0.9089 0.9089
BRISQUE 0.9338 0.9361
SEM-BRISQUE 0.9451 0.9440
FSEM-BRISQUE 0.9480 0.9477

Note: The best results are highlighted in ital.

We supplemented the experiments, in which the trained
and tested images are selected randomly by the ratio of
4:1. Also, 1,000 times train and test examinations are
implemented. It can be observed from Tables 5 and 6
that compared with the results of trained and tested image
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ratio of 3:1, the performance of SEM-BRISQUE and
FSEM-BRISQUE methods are improved in terms both of
the PCC and SROCC metrics.

5 Conclusions

In this paper, for the image whose quality needs to be
estimated, a two-dimensional pixel grey fitting method is
utilised to estimate the angle of the slanted-edge located
in it. Then after projecting the pixels along the edge
direction and the preliminary ESF value was estimated, the
ESF is fitted by the third-order Fermi function to improve
the estimation performance of MTF. After the MTF is
obtained, totally 12 features including crucial frequency
and some other important values of MTF are extracted to
improve the quality assessment performance of BRISQUE.
The frequency features extracted from the slanted-edge
estimation MTF and the improved slanted-edge estimation
MTF combines the features of BRISQUE constructing the
features of the two proposed IQA method. Experimental
results show that in the metric of mean PCC, the
two proposed methods both achieve better performance
compared with BRISQUE. With different train and test
times, FSEM-BRISQUE method always obtains the highest
average PCC correlation with DMOS on JPEG and
GBLUR images. FSEM-BRISQUE method also achieves
the highest average PCC for all the test images in different
train and test ratios. SEM-BRISQUE method performs
best for JP2K images. In the metric of SROCC, the
proposed SEM-BRISQUE and FSEM-BRISQUE method
both perform better than BRISQUE algorithm with different
train and test times and ratios, except for the JPEG and
GBLUR images when the train and test times is 1,000
and the train and test ratio is 3:1. Both in the metric of
SROCC and PCC, FSEM-BRISQUE method performs best
for the average of all the test images. The drawback of
the two proposed methods is that they cannot assess the
quality of an image without a slanted-edge. Fortunately,
the multidirectional MTF estimation method that can deal
with any angle has been studied by the researchers. These
methods can explore the images our methods can process,
and we will study it in the future. We are also interested
in the study of using our proposed methods to assess the
quality of the images sampled and reconstructed by the
theory of compressive sensing.
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