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Abstract: Random forest has achieved good results in the prediction task, but due to the 
complexity of travel mode and the uncertainty of random forest, the prediction accuracy of travel 
mode is low. To improve the accuracy of prediction, this paper proposes a residents’ travel 
modes prediction method based on the random forest. To extract valuable feature information, 
the questionnaire survey data is collected, which is pre-processed by three kinds of appropriate 
methods. Then, each feature is analysed by the statistical learning method to obtain the important 
feature of transportation selection. Finally, a random forest is constructed to predict the travel 
mode of residents’ selection of transportation. The parameters of random forest are modified and 
improved to achieve higher prediction accuracy of travel mode. The experimental results show 
that the method proposed in this paper effectively improves the prediction accuracy of the travel 
mode. 
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1 Introduction 
Many researchers have investigated that residents’ travel 
mode is affected by three factors: personal living standards, 
local traffic conditions, and low-carbon travel in response to 
the national call. Due to a variety of factors induced by the 
selection of transportation diversity, it dramatically 
increases the difficulty of prediction. At the same time, the 
lack of true and effective data makes the prediction of travel 
mode even more difficult. 

Because of the above problems, the following points are 
mainly considered: 

1 Data processing to prepare for subsequent data analysis. 
Wu et al. (2022) used real data for processing and 
achieved good results. 

2 Data analysis is analyse the importance of feature 
variables that affect travel modes. 

3 Construction of a prediction model. 

The obtained features construct a random forest to predict 
the travel mode of residents’ selection of transportation. 
Different from the traditional random forest model, sample 
screen and class imbalance (Wang et al., 2019) are 
considered to improve the random forest. A higher accuracy 
model can be achieved. 

Based on the above considerations, this work proposes a 
travel mode prediction model based on the random forest 
model. The framework for predicting residents’ travel mode 
is shown in Figure 1. The motivation of the model is to 
learn the features of high discrimination for improving the 
accuracy of prediction. By modifying a random forest 
model, the accuracy of prediction is improved. This paper 
mainly makes the following two contributions. 

• Data integration and selection: Based on the analysis 
of the data obtained from the questionnaire survey, 
multiple feature variables that can affect traffic are the 
selection. Analyse each feature variable element, find 
out the potential relationship of feature variables, and 
provide data preparation for variable selection. 

• Prediction of travel mode: Variable selection is used in 
the construction of a decision tree to reduce the 
complexity of the decision tree. Each decision tree of 
the random forest adopts parallel computing. Different 
weights are given to each decision tree to improve the 
prediction ability of the model. 

This paper is organised as follows. Section 2 introduces the 
related work and Section 3 gives the methods of data 
processing and analysis. Section 4 provides the construction 
of the transportation mode prediction model. Section 5 

presents the experimental analysis of the model. Section 6 is 
the conclusions and looking forward to future work. 

Figure 1 The framework of residents’ travel mode prediction 
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2 Related works 
2.1 Research on travel mode 
At present, the existing research on travel modes is mainly 
divided into two types. One is based on travel behaviour 
theory, and the other is travel mode prediction. 

According to travel behaviour theory, Shaaban and 
Maher (2020) used the theory of planned behaviour (TPB) 
to explore the impact of psychological factors on public 
transportation residents’ selection behaviour. Based on the 
technology acceptance model (TAM) and TPB, Chen 
(2016) discussed the impact of different perception 
indicators and subjective norms on public bicycle loyalty. 
Basis the impact of travel behaviour, the research shows 
that factors such as travel time and cost (Bösehans and 
Walker, 2020), travel satisfaction and happiness (Arroyo  
et al., 2020), and comfort (Gao et al., 2017) have a 
significant impact on travel behaviour selection. In addition, 
special conditions such as the built environment (Yu et al., 
2019) and suspension of public transportation (Zanni and 
Ryley, 2015) are also significantly correlated with residents’ 
travel behaviour. 

Nguyen-Phuoc et al. (2018) mainly consider the impact 
of mode conversion from public transportation to a private 
car. Chakrabarti and Shin (2017) have researched the 
relationship between auto-dependence and the inactivity 
epidemic to encourage people for using public 
transportation. From the perspective of subjective  
well-being, Li et al. (2020) get the relationship between the 
evolution of well-being and low-carbon travel that will help 
promote green travel. 

For the prediction of traffic patterns, Hoque et al. (2021) 
improved prediction accuracy. Zhou et al. (2020) and Kim  
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et al. (2020) consider the activities of various factors, the 
optimal calculation of travel mode is carried out, and the 
optimal scheme is provided. Cheng et al. (2020) reduce the 
uncertainty of the model and the random feature is selected 
to capture the uncertainty of the model. Compared with the 
traditional static dependence, Xu et al. (2019) analyse the 
dynamic changes in residents’ travel features in the future. 
To improve the prediction performance of short-term travel, 
Guo and Zhang (2019) redefined the prediction problem as 
a learning residual function and reduce the residual root 
function by 17.87% on datasets. Slik and Bhulai (2020) 
proposed a unique dataset for travel mode prediction, which 
significantly improves the accuracy of prediction results. 

2.2 Research on random forest 
In recent years, random forest because of its superiority, has 
seen more and more researchers use it as a prediction 
model. Wang and Chen (2020) introduce the concept of 
distance weight to optimise the parallel computing 
algorithm of all decision trees in random forests. By 
improving the sampling method to enrich random forest, 
Ghosh and Cabrera (2021) moved from the original random 
sampling to weighted random sampling to improve the 
accuracy of prediction. In the small dataset, Han et al. 
(2021) improve the prediction ability of small datasets by 
variable selection and inverse sampling probability 
weighting. Han et al. (2020), Mantero and Ishwaran (2021) 
and Jain and Phophalia (2022) improved the random forest 
model and proposed new models for different scenarios. 

The field of random forest applications is also 
expanding. D’Amato et al. (2022) focused on the research 
of ESG investment in the financial field. Khandelwal et al. 
(2020) proposed the random forest model to predict the 
dynamic price of spot price to help people make bidding 
decisions. Behr et al. (2020) used the random forest of 
conditional inference trees to predict university dropouts 
and discover students with dropout risks in time. 

Arya and Sastry (2022) predict the price trend of the 
stock index by combining deep learning and extra tree 
ensemble, thus the accuracy of the optimised prediction 
model was significantly improved. Capitaine et al. (2021) 
use the random forest model to analyse high-dimensional 
gene data, which allows the covariance structure to change 
over time to make the model more flexible. 

Due to the diversification of urban transportation modes 
and the spatial imbalance of infrastructure construction, 
residents’ selection willingness and behaviour show 
complex heterogeneity. Because of these factors, residents’ 
impact on public transportation dependence degree is 
different. Therefore, it is of great significance to explore the 
relationship between multi-dimensional feature factors and 
residents’ reliance on public transportation. Although the 
general random forest model has a good prediction effect, 
the complexity of residents’ travel mode and the uncertainty 
of the model itself, this paper improves the random forest 
model. 

3 Data processing and simple feature analysis 
3.1 Credibility analysis of data 
Because the data used in this paper is real data, including 
some subjective data, this need to evaluate these data and 
measure residents’ travel mode objectively. It is necessary 
to set relevant indicators and indicator systems. On this 
basis, raw data are obtained through corresponding 
statistical surveys to provide basic support for subsequent 
evaluation and measurement. This paper mainly measures 
from both qualitative and quantitative aspects. It carries out 
several large-scale statistical surveys, which provide an 
important basis for reasonably evaluating the current 
situation of residents’ travel mode selection. This data 
collection is mainly based on the questionnaire survey, 
which has accumulated a large number of people’s  
travel-related information. The data include 27 feature 
genera such as trip purpose, age, mode of transportation, 
weather, travel time, travel times, etc. 

Due to the different travel times of each age group, the 
transportation modes adopted are also different, and the 
value of the questionnaire is different. Therefore, the survey 
object is mainly based on the age group. The credibility of 
the content of the questionnaire is the primary guarantee. To 
test the credibility of the questionnaire, the questionnaire is 
analysed as follows. 

Through the credibility analysis of the questionnaire, a 
questionnaire can be judged whether stable and credible. 
Firstly, the credibility of residents’ travel mode is analysed 
to obtain Cronbach α. The coefficients are shown in  
Table 1. It can be seen from that Cronbach of the residents’ 
travel mode questionnaire α. The coefficient is 0.776 > 0.7, 
and the credibility is good. That is, the questionnaire has 
stability and credibility. 

Table 1 Questionnaire credibility 

Cronbach α coefficient Number of items 

0.776 50 

3.2 Data sorting 
The real data collected in the questionnaire survey is often 
affected by personal privacy protection, inconvenient filling 
in, false fill, and other factors, which will lead to a small 
amount of erroneous data. To make the data more effective 
at the same time, this paper needs to make the subsequent 
data analysis and model prediction scientific and reliable, so 
the original information needs to be processed. 

1 Judgment and processing of abnormal data: Abnormal 
data mainly includes apparent error data and hidden 
error data. Obvious errors can be identified 
immediately. For example, single-selection questions 
become multiple-selection questions. Hidden errors 
need to be deleted after manual judgment. 
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2 Processing of missing data: There are various reasons 
for data missing. The original data shall not be 
modified or deleted to the greatest extent. For some 
data columns, the average value shall be used to fill the 
gaps as far as possible to ensure that there is enough 
data for subsequent data analysis. 

3 Simplicity of redundant data: Due to human operation 
errors and other reasons, the collected survey volumes 
may have some redundancy problems. Redundant data 
may increase the weight of an influencing factor, 
resulting in the poor ability of the prediction model. 
Therefore, if redundant data are similar, the average 
value shall be taken. If all the data in the two 
questionnaires are the same, only one valid data shall 
be randomly selected. 

3.3 Data statistical analysis 
Many feature factors are affecting the selection of travel 
modes. This paper mainly analyses it from four aspects: 
family factors, personal factors, objective factors, and 
subjective factors. 

1 The influence of the family factors on the selection of 
travel mode: Family factors will directly affect the 
selection of transportation modes. In cities, families 
with high income often choose private cars, while 
families with low income choose public transportation. 
Families with a large population often buy cars, so 
private cars are often used as usual means of 
transportation. 

2 Influence of personal factors on the selection of travel 
mode: For the relationship between the selection of 
transportation mode and personal factors, different 
people have different travel motivations and choose 
different transportation tools. Individual age, education 
level, work and other factors are closely related.  
In-service staff usually uses public transport and private 
cars to work. Retirement posts and students choose to 
walk more leisurely. 

3 Influence of subjective factors on the selection of travel 
mode: Subjective factors have a certain influence on the 
selection of transportation modes, such as personal 
space comfort and personal mood are the reasons why 
residents choose different transportation modes. But in 
most cases, objective factors affect subjective factors, 
which eventually lead to the selection of different 
transportation. 

4 Influence of objective factors on the selection of travel 
mode: Generally, the traffic in the city centre is very 
heavy. To avoid traffic jams, residents usually choose 
walking or cycling. Weather conditions are also a factor 
in the selection of transportation modes. As far as the 
objective factors of transportation are concerned, there 
are mainly five kinds: traffic congestion, weather 
factors, road quality, the distance of the route, and 
certainty of travel time. 

4 Construction of travel mode selection model 
4.1 Selection of prediction model 
In traditional research, prediction is based on a group of 
samples, which is mainly divided into supervised learning 
and unsupervised learning according to whether there are 
labels. Reinforcement learning is based on feature selection 
and optimisation. For a large number of real datasets, it 
needs reasonable methods to mine information in the 
shortest possible time. There are many models to predict 
residents’ travel modes, such as the basic linear regression 
model, support vector machine, decision tree, and so on. 
However, most of these models are used for the binary 
classification task. They are single classification methods, 
which often do not work well for the diversity and 
complexity of data in real life. At the same time, there may 
be linear or nonlinear relationships between variables, 
which are easy to be ignored. 

Given the above problems, this paper uses the method of 
constructing a random forest model to predict the travel 
mode of residents. Stochastic forest adopts the integrated 
approach, which can strategically combine multiple simple 
decision trees to optimise the prediction performance. The 
selection of transportation is affected by various factors, and 
the prediction accuracy will be reduced due to the 
imbalance of data categories, the diversity of variables 
themselves, and the independent parallel calculation for 
each decision tree. Therefore, the traditional random forest 
effect is not good. This paper proposes an improved random 
forest model, which can distinguish and explain relevant 
variables and interactions. It can also improve the accuracy 
of model estimation and prediction and improve the 
generalisation ability of the overall model. 

4.2 Basic thinking of random forest algorithm 
The basic idea of the algorithm: the random forest model 
trains n decision trees (Nagra et al., 2020) based on the 
decision tree algorithm. 

• Decision tree construction: For M samples, two-stage 
stratified sampling is used to obtain a training set. Due 
to the differences in the categories of data in the 
training set, the class balance method is used to make 
all category data as consistent as possible, which is 
used to train n decision trees in the random forest. 

• Feature selection: When the decision tree is split, some 
features (e.g., age, occupation, income, etc.) are 
randomly selected at the root node for classification 
(e.g., walking, cycling, bus, etc.), the feature variables 
(Liu et al., 2022) are screened. And the inverse 
sampling probability weighting method is adopted to 
further increase the difference between the decision 
trees. Due to the linear relationship between some 
variables. Therefore, a method combining superposition 
GLM learner and RF learner is proposed to improve the 
model’s generalisation ability. 
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• GLM learners can better find the relationship between 
independent variables and dependent variables, and 
some variables will be deleted in the variable selection 
part of the random forest model. Therefore, to ensure 
that the variable selection section deletes unimportant 
variables, the GLM learner is used to prove them. 
Combined with the GLM learner, the importance of 
each variable feature can be more accurately 
determined. When new data is input, the model has a 
stronger ability to learn and select features. 

• Out of package estimation: In each round of random 
sampling of random forest, about 36.8% of the training 
set data are not collected. These data are called ‘out of 
the bag’, which use the data in the package to build the 
decision tree and use the data outside the package to 
test. 

• Result prediction: In each decision tree, the splitting 
continues until the tree reaches the maximum depth. 
After the memory estimation of the primary decision 
tree model, the majority voting strategy is used to 
predict the final result. 

The specific algorithm process is in Algorithm 1. 

Algorithm 1 Construction of random forest 

Input: a training dataset D = {(x1, y1), (x2, y2), …, (xn, yn)}, 
sample subset T and k CART 
Output: k models classify Xt 
1 for (i = 1; i <= T; i++){ 
2 extracting t sample form a training set Dt; 
3 Train a CART decision tree with set Dt; 
4 select m feature subsets{M1, M2, …, Mm} from M 

features; 
5 select the optimal feature for splitting;} 
6 for (cart = 1; cart <= N; cart++){ 
7 selects Dt samples to form training samples; 
8 Training k = {1, 2, 3, …, K} CART decision trees; 
9 Computing Similarity(cart); 
10 Cut CART tree with Similarity(cart); 
11 Calculate weight w(cartk); 
12 Predict xt;} 
13 for (i = 1; i <= N; i++){ 

14 ;
i i

t
i

x w
X

w
=  

15 calculation error Err(Xt);  
Err(xt) = Bias2 + Variance + IrreducibleError; 

16 if Err(Xt) < 0.05: 
17 detraining; 
18 else: 
19 subsequent training. 

When the algorithm is input, the size of the sample subset is 
T, which is composed of k CART numbers. Steps 1–5 train a 
CART tree by randomly selecting the subset of t samples. In 
step 2, m samples are randomly selected to form a training 

subset. In step 3, the selected training subset is used to train 
a CART tree. In step 4, m features are randomly selected 
from M features. In step 5, m features are used to maximise 
the growth of each tree, and the best feature of segmentation 
is selected. Steps 6–12 trains k CART decision trees.  
Steps 7–8 train each CART database, steps 9–10 calculate 
the similarity of the decision tree, remove the tree with 
larger similarity, and reduce the correlation that the decision 
tree only detects. Step 11 trains the weight of each decision 
tree in parallel. Step 12 weighted the results of each 
decision tree to get the final prediction. Steps 13–19 are the 
error calculation of the whole model, and the error of the 
model is minimised by iterative training of the training set. 
Steps 14–15 calculate the model error. Steps 16–17 stop 
training if the model error is less than the threshold.  
Steps 18–19, on the contrary, continuing training. 

4.3 Variable selection 
The data selected in this paper have certain limitations, not 
standard datasets, but more authenticity. The purpose of this 
section is to determine a small part of the variables that can 
predict the results well. First, grow a random forest to 
determine the importance of each variable. The previous 
Section 3 has discussed the correlation of each variable, so 
the unimportant variables can be ignored, and delete the 
proportion of the least important variables. Then, starting 
again, a new random forest is growing, and other variables 
are growing except the deleted variables. In this way, it’s to 
delete unimportant variables every time, until the error of 
other variables is not reduced. 

The main problem is how large the proportion of 
variables should be deleted. By modifying the resolution of 
the number of variables selected, the proportion of deleted 
variables is getting smaller and smaller. At the same time, to 
maximise the prediction accuracy, it is necessary to select as 
many variables as possible. Although the proportion of 
some variables is deleted, most variables still retain or 
reduce their importance. In this paper, the performance of 
the model is measured by the error rate. At the same time, 
this work gets through analysis that 20 explanatory 
variables have the best effect and the lowest error rate. The 
same also needs to weaken the correlation between 
variables as much as possible. Therefore, the uncertainty of 
residents’ travel mode prediction decreases with the 
increase of the set. 

4.4 Construction process of random forest 
Regarding residents’ travel mode prediction, there is a high 
correlation and interaction between features, which is 
allowed in the construction of random forests. During the 
construction of the decision tree, k data points are randomly 
selected without replacement. There is a response variable 
{yi, xi1, xi2, …, xij}, {xi1, xi2, …, xij} which is a variable 
affecting the travel mode and forms a subset. Because 
random data extraction can randomly assign weight to each 
subset, the initial prediction result is shown in equation (1). 
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( ) ( )
1

K

i i ij
j

p y w T x
=

=   (1) 

where xij represents the variable, yi represents the prediction 
result of the ith subset, and wi represents the weight of the 
subset. T( ) is a discriminant function. For the data xij, a 
certain threshold is satisfied to choose which branch to go 
to. 

For the prediction of travel mode, the amount of 
observation data is small, with low dimension features and 
high latitude features. If all features are used in the 
prediction model, it may lead to overfitting. In the 
introduction of the previous section, it can be seen that some 
feature variables are highly correlated and others are  
high-order interactive. Therefore, this paper discusses the 
process of variables selection, which enhances the 
performance of the model by using weighted random 
sampling. Variables containing more information are added 
to the decision tree to minimise variables containing less 
information. Unimportant variables can be ignored to make 
them useless or unimportant, which will be deleted in the 
next growth. Therefore, except for the deleted variables, 
other variables continue to grow and continue to select 
ultimately insignificant variables to delete until the error is 
minimised. 

Each tree in the random forest is constructed 
independently using the samples of training data, which also 
shows that the bias of each decision tree is the same. If we 
want to improve the prediction ability, variation must be 
reduced. In this paper, a large number of irrelevant trees are 
constructed to reduce correlation. In addition to variable 
selection, the variance is reduced by reducing the 
correlation of trees, since the decision tree itself has noise 
and the bias is relatively low. It is assumed that the 
correlation coefficient between different trees is ρ. Then the 
variance of each tree is σ2. The formula is shown in  
equation (2). 

2 21( ) ρAvg Var ρσ σ
B
−= +  (2) 

where B represents the number of trees. With the increase of 
B, the average value of the variance becomes smaller to 
reduce the variance. 

The given observations are randomly divided into two 
samples: in-bag samples (68% of samples) and out-of-bag 
samples (32% of samples). Next, the classification and 
regression trees (CART) algorithm construct a tree on the 
samples in the bag. The motivation of CART is to predict 
the result variables of the samples outside the bag. A single 
decision tree is constructed by the grouping method, and 
multiple decision trees can form a random forest. Finally, 
according to the prediction results of K decision trees, the 
classification result with the largest number of votes is 
selected by voting. That is, the prediction of residents’ 
travel mode is realised. The measurement results are shown 
in Figure 2. 

Figure 2 Construction process from decision tree to random 
forest, (a) building decision tree (b) constructing 
random forest (see online version for colours) 
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(b) 

Since each decision tree is independent, if the results of  
two decision trees are the same every time, it means that the 
two decision trees are the same, however, the model needs 
the diversity of decision trees. Therefore, it is needed to 
evaluate the consistency between the outputs of more than 
two decision trees, give a lower weight to the decision trees 
with high consistency, and use the kappa coefficient to 
express the diversity. The calculation formula is shown in 
equation (3). 

( ) ( )
1 ( )

r r

r

p a p eKappa
p e
−=

−
 (3) 

where pr(a) is the relative observed data consistency 
between the outputs of two decision trees, and pr(e) 
represents the hypothetical probability of accidental 
consistency. pr(a) is the accuracy of prediction, and pr(e) is 
obtained by the confusion matrix. For pr(a) formula and 
pr(e) formula to show in equations (4) and (5). 

( )
ii

r
a

p a
N

=   (4) 

1( )

m

ij ji
j j i

rp e
N

= ∧ ≠

⋅

=
 a a

 (5) 

where aij represents the number of samples that are i 
predicted to j. Where aji represents the number of samples 
that are j predicted to i. N represents the total number of 
samples. 

Each decision tree in the random forest is relatively 
independent, and parallel computing is implemented 
between them. For each input sample, each decision tree 
must be judged. Finally, the majority voting strategy is used 
to calculate the results, which can improve the convergence 
speed of the model by adjusting the super parameters of the 
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model. The main direction of this paper is to adjust the size 
of the terminal node, which is equivalent to adjusting the 
depth of the tree. In each decision tree, the path length of 
each terminal node is calculated, and the terminal nodes 
with considerable path lengths are pruned to achieve the 
optimal feature selection of the decision tree. 

The classification tree algorithm uses the Gini 
coefficient instead of the information gain ratio in a random 
forest. Gini coefficient represents the impure of the model. 
The smaller the Gini coefficient, the lower the impure, and 
the better the feature selection. Therefore, this paper uses 
the Gini impurity index to determine the explanatory 
variables affecting travel mode selection. At node T, 
attribute t is used as the partition attribute to estimate the 
probability of belonging to different classes, expressed by P 
(k|t), k = 1, …, Q, Q is the number of sample types, and the 
definition formula of Gini index is shown in equation (6). 

2

1

( ) 1 ( | )
Q

k

G t p k t
=

= −  (6) 

Gini coefficient is used to measure the uncertainty of 
random variables. The greater the G(t) is, the higher the 
uncertainty of the data is. The smaller the G(t) is, the lower 
the uncertainty of the data is. G(t) = 0, all samples in the 
dataset are the same class. 

To optimise the model, out-of-pocket (OOB) samples 
are used to quantify the prediction performance without 
cross-validation. They used the prediction error rate Error 
OOB to measure the model performance under different 
parameters. The calculation method is shown in formula (7). 

11 100%OOB i
i OOB

Error δ
N ∈

 = − × 
 

  (7) 

where ErrorOOB is the prediction error rate of OOB samples 
and δi indicates the indicator variable. N is the number of 
observations. If δi = 1 indicates correct prediction, otherwise 
δi = 0 is incorrect. OOB data for each feature will get a rate 
of change, and finally can be sorted according to the rate of 
change to quantify the importance of features. 

The random forest adopts the method of voting, and the 
minority obeys the majority. Each tree will vote for a 
category, and the category with the largest number of votes 
of all trees is taken as the output of the random forest. In 
this paper, the mean of all decision trees is taken as the 
output weighted average method of the random forest, 
where wi is the weight of each decision tree. The calculation 
formula is shown in equation (8). 

1

( ) ( )
m

i i
i

F x w R x
=

=  (8) 

where wi is the weight of each decision tree, which is the 
final weight obtained by iterative calculation. R(x) 
represents the result of each decision tree for the dataset xi, 
and finally sums it up. 

5 Experiments 
5.1 Dataset analysis 
The advantages of the random forest prediction model 
proposed in this paper are illustrated by studying the travel 
mode selection behaviour of active groups (e.g., workers, 
farmers students, etc.) in Huainan City. The data collection 
is divided into two parts. In the first part, the network 
survey is conducted to obtain the travel information of 
residents in the family unit. In the second part, the flow of 
people in various regions is monitored through big data 
analysis to monitor the travel mode of residents. Through 
two parts of information, to find out the influence factors of 
travel mode selection. 

The network survey includes two parts: 

1 Family and personal features: Families as a whole, 
questionnaires data include personal information such 
as specific age features and all personal travel details. 
There is also information about family income, 
residential areas and so on. 

2 Travel information within 24 hours of a day: Including 
departure time, destination, travel times and travel 
reasons. 

Finally, after data clean-up, 4,391 trips were made using 
1,562 people from 500 families. In addition, for the data of 
network population flow, the statistical analysis software is 
used to analyse this part of the data mainly for the collection 
of urban environmental data. The current land use 
conditions and traffic features are the main considerations. 

The respondents had five main modes of transport: 
walking, bicycles, electric vehicle, bus and private cars. Due 
to the imbalance of data, the share of each category is 
different, 8.9%, 6.5%, 23.9%, 26.1% and 34.6% 
respectively. The data is giving some explanations, as 
shown in Table 2. 

5.2 Experimental analysis 
According to the analysis of big travel data, there is a 
correlation or even a strong correlation between variables. 
For example, there is a correlation between weather 
conditions and personal mood. For different feature 
variables, the importance of each feature variable is 
different. The higher the relative importance value, the 
greater the impact of feature variables in the selection of 
travel mode. The number of decision trees also affects the 
experimental effect. This paper experiments on the selection 
of the number k of decision trees, as shown in Figure 3. 

The experiment shows that the number of decision trees 
in the random forest is 200, and the effect is the best. And 
the error rate gradually stabilises at a lower value in the 
number of decision trees 400. But the time also gradually 
increases. To realise the trade-off between prediction time 
and performance, 200 decision trees are selected in this 
paper. 
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Table 2 Explanatory variables for data 

Variable Specific object Description 

Family 
variable 

Population Mainly includes the number of 
family members [0, 6] 

Income The average monthly income 
of households [0, 2,000], 

[2,000, ∞) 
Quantity The total number of vehicles 

owned by families [0, 6] 
Vehicle type Types of vehicles owned, 

(cars, bicycles, electric 
vehicles) 

Personal 
variable 

Age Personal age [0, 15], [15, 25], 
[25, 60], [60,100] 

Work Personal current working 
conditions (employed, retired) 

Education Individual education level, 
(primary school, middle 

school, university) 
Accommodation Main living areas for 

individuals (urban, suburban) 
Subjective 
variable 

Mood The personal mood (bad, 
happy) 

Comfort Safety and comfort of 
transport (bad, comfortable) 

Purpose Travel purpose (business trip, 
shopping trip, entertainment 

trip) 
Objective 
variable 

Condition Current traffic conditions, 
(smooth, congested) 

Building Traffic construction in the 
urban area (lack, complete) 

Weather Weather conditions at that 
time (sunny, rainy) 

Cost Travel costs [0, 10], [10, 30], 
[30, ∞) 

Time Travel time in hours [0–0.5], 
[0.5, 1], [1, ∞) 

Distance Travel distance in kilometres 
[0, 3], [3, 10], [10, ∞) 

To test the effectiveness of the method, the precision, 
accuracy, and mean average precision (MAP) are usually 
selected to measure (Mercy et al., 2018). In the prediction 
task, accuracy is a commonly used method to measure the 
model. Since the class of sample data is very unbalanced, 
simple accuracy cannot accurately measure the prediction 
effect of a small number of categories. Therefore, this paper 
uses precision to measure the accuracy of samples and the 
precision of the formula as shown in equation (9). 

100%TPPrecision
TP FP

= ×
+

 (9) 

where TP denotes the samples that are predicted to be 
positive, FP predicts to be negative, and TP + FP denotes 
all samples that are predicted to be positive. 
 

The simple processing of data and variable selection are 
introduced in Section 3. In addition to the error of the model 
itself, the quality of variables and the selection process of 
variables also affect the accuracy of the final classification. 
Therefore, the results of variable selection in the dataset are 
compared, and the results are shown in Table 3. 

Figure 3 Selection of K parameters of decision tree  
(see online version for colours) 
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The inverse probability weighting (IPW) method assigns the 
probability for each observation sample to be processed and 
weights each observation value according to its opposite 
probability. Due to the class imbalance of sample data, the 
effect of sampling actual data is usually affected. Therefore, 
this paper compares the IPW method with other sampling 
methods based on inverse sampling. 

The experimental results are shown in Table 3. The 
inverse sampling IPW is still significantly higher than 
oversampling and under sampling without selection. In 
filtering, under-sampling leads to data loss in most classes 
and oversampling (Weng et al., 2020) leads to duplicate 
data in a few classes, resulting in a decline in inaccuracy. 
Experiments show that the effect of using IPW is better in 
variable selection. 

Travel mode prediction modelling is affected by data 
and model uncertainty. Especially for class imbalance data, 
although the random forest model works better than other 
integrators, in general, there is a gap between the predicted 
results and the actual situation, as shown in Table 4. 

To illustrate the effectiveness of the improved random 
forest model, this paper compares it with the existing 
classification prediction models, such as support vector 
machine, adaptive boosting (Shi et al., 2018), and decision 
tree and so on. The results are shown in Table 5. The 
prediction accuracy is selected for effect evaluation. It can 
be seen that the overall accuracy of random forest is 
relatively high, and the running time is short, which saves 
time and ensures accuracy. 
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Table 3 Influence of variable selection on experimental results 

Travel mode 
Selection  No selection 

RF_ipw RF_under RF_over  RF_ipw RF_under RF_over 

Walk 80.34% 52.35% 80.25%  76.45% 51.25% 81.76% 
Bicycle 83.28% 63.13% 82.53%  67.43% 62.87% 65.84% 
Electric vehicle 87.37% 52.89% 84.64%  75.66% 54.15% 56.78% 
Bus 85.49% 70.68% 83.86%  78.46% 71.46% 74.62% 
Private car 89.66% 64.73% 84.56%  68.56% 65.35% 65.16% 

 
Table 4 Mode market share 

Mode Actual Predicted 

Walk 8.9% 6.2% 
Bicycle 6.5% 4.3% 
Electric vehicle 23.9% 24.7% 
Bus 26.1% 27.4% 
Private car 34.6% 37.4% 

Table 5 Comparison of models 

Travel 
mode RF AdaBoost SVM MNL Decision 

tree 

Bayesian 
belief 

network 

Walk 80.34% 48.73% 79.25% 50.41% 65.49% 79.43% 
Bicycle 83.28% 62.10% 80.63% 64.93% 71.83% 74.68% 
Electric 
vehicle 

87.37% 51.35% 83.27% 62.34% 70.15% 81.76% 

Bus 85.49% 68.44% 82.76% 71.80% 74.53% 78.19% 
Private 
car 

89.66% 61.97% 83.68% 64.73% 77.46% 80.57% 

The decision tree algorithm is easy to ignore the correlation 
of attributes in the dataset, and it is difficult to achieve the 
optimal selection of pruning. Compared with the decision 
tree, the accuracy of the random forest is higher, and the 
voting selection is more convincing. SVM and Bayesian 
belief network are more suitable for two classifications, and 
multi-classification needs to be further improved. For data 
imbalance, AdaBoost leads to a decline in classification 
accuracy and high time cost. In general, the effect of 
random forest is better for the prediction of travel mode. 

5.3 Model specification and estimation 
In general, there are errors in the prediction of observation 
data by a single decision tree, including the error of data and 
the error of the model itself, which affect the variance and 
deviation of the model. Therefore, considering the intrinsic 
correlation of travel variables, the integrated model of 
random forests is better. However, it is worth considering 
that for real data, different people are not invariable rules 
when making travel decisions, and each rule will be 
different. And because the data class used in this paper is 
unbalanced, it is easy to produce over-fitting, which has a 
certain impact on the experimental results. If the rule set 
with variable conditions is combined, the uncertainty of the 

model will be reduced, and the accuracy of prediction will 
increase. 

In addition, using some sample-free models such as 
random polynomials to estimate the basic predictive value 
can also capture the uncertainty of the model. After 
estimating the predicted value, the final voting result 
obtained by using the random forest model is more ideal. To 
improve the prediction accuracy and weaken the correlation 
of feature variables, the correlation detection of each feature 
variable is considered in the pre-processing step. Although 
it can achieve a certain effect, it needs more time, and this 
part needs further improvement. 

The complexity of the model constructed in this paper is 
close to the sum of the complexity of each decision tree in 
the method. Assuming that all decision trees have the same 
complexity, the overall complexity of the model is the 
number of decision trees CART multiplied by the 
complexity of each decision tree. If there are a total of n 
samples and m feature variables, the computational cost of 
the decision tree is O(mn log n). There are M trees in the 
total forest, so the complexity is O(M(mn log n)). However, 
this is not the final complexity. Since the variable selection 
process is considered, the variables with small importance 
will be deleted, thus the actual variable feature is less than 
m. Similarly, each decision tree is conducted by parallel 
computing for reduces the correlation between decision 
trees. Considering the correlation of decision trees, different 
decision trees have different contributions, and the number 
of final decisive decision trees is less than M. Therefore, the 
model complexity proposed in this paper is less than 
O(M(mn log n)). 

6 Conclusions 
This paper discusses the prediction of residents’ travel mode 
based on random forest and combined with inverse 
sampling probability and variable selection. After predicting 
the whole dataset, it is evident that the overall effect of 
random forest is the best. Our contributions include the 
following two aspects. 

1 Improve the prediction accuracy of the random forest. 
Improved random forest algorithm, make the model 
more suitable for our dataset. For the selection and 
construction of a single decision tree, this paper reduces 
the complexity by feature variable selection to delete 
the variables with small importance. At the same time, 
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for each decision tree using parallel computing, each 
decision tree has different weights, reducing the 
correlation between decision trees to improve the 
accuracy of the model. 

2 Class imbalance and variable selection are considered 
for data adjustment. The data is pre-processed by 
statistical analysis to obtain high-quality data. At the 
same time, the relationship between variables is 
analysed to facilitate pruning and variable selection. In 
the establishment of a decision tree before and after the 
change of class imbalance data, and further reduce the 
impact of class imbalance on number prediction results. 

The results show that residents’ travel mode selection is 
indirectly dependent on objective variables. At the same 
time, it is directly dependent on subjective variables. The 
modification algorithm of the random forest improves the 
prediction accuracy of residents’ travel mode and achieves 
good results. 

In recent years, due to the continuous advancement of 
urbanisation, reasonable transportation planning has become 
increasingly important. Therefore, although the existing 
prediction methods have a certain degree of uncertainty and 
need to be improved to increase the accuracy of prediction, 
it also provides support for traffic planning. 

On the one hand, the model described in this paper can 
help residents choose more convenient and efficient means 
of transportation and provide academic help. On the other 
hand, it can provide technical support for the traffic 
management department to provide scientific and 
reasonable traffic planning and decision-making. 
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