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Abstract: Skin cancer is regarded as the hazardous as well as widespread disease. Worldwide, 
there is been a 53% increment in present melanoma cases annually, and the mortality rate is also 
expected to be increasing in the coming decade. Hence, it is an urgent requirement to design a 
new early-detection model so that skin cancer can be more treatable without many complications. 
This work focuses on recognising skin cancer. The model includes the median filter (MF)-based 
pre-processing. The pre-processed image is subjected to a modified fuzzy C means (FCM)-based 
segmentation process. Finally, the recognition is done by employing a hybrid model with  
bi-LSTM and ANN. The proposed model’s error rate was 0.091694, whereas the greatest error 
values for the other approaches were 0.20377 for BOA, 0.62192 for BRO, 0.170028 for ALO, 
0.17168 for AOA, and 0.187915 for FIREFLY. 
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1 Introduction 
The skin covering the body is an effective barrier against 
physical, chemical, and electromagnetic harm. It protects us 
from infections and contaminants and prevents moisture 
loss. Moreover, the skin has the capacity to lessen the 
adverse impacts of UV exposure owing to melanin pigment 
that absorbs UV light (Mohakud and Dash, 2022; 
Thurnhofer-Hemsi and Domínguez, 2021; Tumpa and 
Kabir, 2021). Melanoma, intraepithelial carcinoma, and 
other types of skin cancer all exist all over the world 
(Kumar et al., 2020; Adla et al., 2021; Togacar et al., 2021; 
Wei et al., 2020). According to statistics on cancer, skin 
cancer has a high death rate, with a mortality rate of 
individuals with skin tumours reaching up to 75% (Ali  
et al., 2021; Ashraf et al., 2020; Patil and Bellary, 2022; 
Adegun and Viriri, 2020). 

The ABCDE rule: borders, asymmetry, diameter, 
evolving, and colour were a popular strategy for finding 
melanomas. To identify melanoma, these are the risk 
indicators that are used for tracking (Mignion et al., 2022; 
Adegun and Viriri, 2020; Senan and Jadhav, 2021). 
Dermoscopy was a magnetic resonance system that involves 
taking pictures of the epidermis with a light-amplifying tool 
and immersing fluid. This may increase the accuracy of 
malignant case diagnosis by 50% (Cheong et al., 2021; 
Rastghalam et al., 2021; Albahli et al., 2020). 

Medical practitioners may not always be able to 
distinguish between benign and malignant malignancies 
when using visual imaging to diagnose skin cancer. 
Therefore, it was crucial to develop precise and efficient 
automatic classification methods for the identification and 
categorisation of skin malignancies (Mirbeik-Sabzevari  
et al., 2019; Monika et al., 2020; Wang et al., 2021). 

AI had developed the capability to address these issues 
(Jaimes et al., 2015; Pennisi et al., 2016; Marchetti et al., 
2017). The most reputable DL architectures, including 
RNN, DNN, and CNN are used in the medical industry to 
identify cancer cells. Skin cancer classification using these 
models is also accomplished satisfactorily (Yang et al., 
2017; Ferris et al., 2015; Carrera et al., 2017; Hussain et al., 
2016). Additionally, CNN is a deep technique that has 
previously produced exceptional outcomes in this area. The 
most widely used machine learning algorithm for extracting 
features and object classification, CNN, was employed in 
this model. To improve the accuracy of the outcomes, 
transfer learning was also applied in these fields in huge 
datasets (Alfed and Khelifi, 2017; Zhang et al., 2020; Tan  
et al., 2019; Xie et al., 2020). 

The contributions are as follows: 

• Modified fuzzy C mean (FCM)-based segmentation is 
introduced that assists in enhancing recognition 
accuracy. 

• Determines a texture feature set that combines the 
CSLDP, LBP, LTP and GLCM features. 

• Employs a hybrid model with ANN and bi-LSTM, in 
which the training will take place by a new BRC-BOM 
algorithm via tuning the optimal weights. 

In this, Section 2 described existing schemes. Section 3 
portrayed the detection of skin cancer: a new approach and 
Section 4 depicted modified FCM. Section 5 portrayed 
features. Section 6 depicted optimised BI-LSTM and ANN 
models. A Sections 7 and 8 describes the results. 

2 Literature review 
2.1 Related works 
Mohakud and Dash (2022) developed an adaptive CNN in 
the year 2022, and it was afterward used for identifying the 
type of skin cancer. By deploying a suitable encoding 
scheme, the approach had used the GWO algorithm for 
optimising the CNN’s parameters. By evaluating the 
model’s performance against that of other algorithms, its 
efficacy was confirmed. The proposed model, according to 
simulation findings, was able to generate accuracy better to 
98.33% which was about 4% and 1% higher than PSO and 
GA methods, correspondingly. Similar to the PSO method, 
the proposed model’s testing loss was roughly 0.17%. The 
tentative findings unequivocally show that the suggested 
model outperforms previously reported, models. 

Thurnhofer-Hems et al. (2021) presented a DL system 
for skin cancer detection. Five cutting-edge CNNs were 
trained using TL to provide both hierarchical and simple 
(two-level) classifiers that could find out between seven 
various types of moles. Data augmentation techniques are 
aided in the way that, studies were conducted with a sizable 
collection of skin images. Resultants showed that the chosen 
network is appropriate for the purpose because it produces 
high classification F-measures and accuracy with fewer 
false negatives. Even though the 1st level, or a double 
categorisation among non-nevi and nevi, had the better 
results, the plain model outperformed the two-level model. 

Tumpa and Kabir (2021) created a NN in 2021 that was 
capable of accurately detecting and classifying melanoma. 
Dermoscopic images are first pre-processed using the 
MGIA to eliminate hairs, and the images are then enhanced. 
The OT technique was used to segment the pictures to 
remove skin lesions. The segmented images were then 
utilised to calculate many features like GLCM, LBP, and 
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ABCD that would be used to build a NN. The network was 
able to achieve a reliability of 97.7% and was determined to 
be more effective than other approaches since it used a lot 
more local features from the images. 

Kumar et al. (2020) adopted a better technique to 
recognise three types of skin malignancies in their early 
stages in 2020. The proposed model is taken as input which 
is used to classify a skin sores image as either malicious or 
non-malignant tumours skin with its system. FCM was used 
to execute the picture segmentation in order to distinguish 
uniform image regions. The pre-processing was performed 
by adopting several filters for improving the imaging 
features, which were validated by merging the approaches 
of RGB colour space, LBP, and GLCM. Furthermore, the 
DE approach was used to train an ANN for classification. 
To get better outcomes, many features were precisely 
assessed. As indicated in the results, the uniqueness 
declared that DE-ANN performed better when varied to 
other conventional methods in respect of detection 
accuracy. The predicted outcome demonstrates that the 
suggested method accurately detected skin tumours with a 
97.4% detection rate. In comparison to other conventional 
methodologies in the same domain, the results were very 
accurate. 

An automatic model known as DLCAL-SLDC was 
created by Adla et al. (2021). The DLCAL-SLDC model’s 
objective was to use dermoscopic pictures to identify and 
label different forms of skin tumours. To identify the 
afflicted tumour areas in the dermoscopy images pictures, a 
segmentation technique based on tall entropy was used. The 
CAL layer, was integrated into the CapsNet. The CSAE-
based SSO technique, also known as the SSO-CSAE model, 
was used to perform the classification. With respect to 
several parameters, the suggested framework outperformed 
the competition with 98.50 percentage accuracy, 94.5% 
sensitivity, and 99.1% specificity. 

To assure an effective DS tool, Togacar et al. (2021) 
developed a new model in 2021 that depends on  
auto-encoder, spiking, and CNNs. Images of 1,800 normal 
and 1,497 abnormal cells were used in the trials. The 
datasets were built using the auto-encoder model in the 
suggested method. The MobileNetV2 model, which is made 
up of residual blocks and spike networks, was trained on 
both the real and structured datasets. The study’s 
categorisation success rate was 95%. Thus, it was 
discovered that the auto-encoder model and spike networks 
improved the performances. 

A light weighted skin cancer identification model with 
feature discrimination depending upon the fine-grained 
categorisation principle was adopted by Wei et al. (2020) in 
2020. The recommended scheme incorporates two typical 
lesion categorisation networks and discrimination network 
feature extraction modules. Numerous tests were deployed 
for validating the approach’s performance and the outputs 
represents that the suggested model performed better than 
existing DL-based approaches. 

A DCNN framework based on the DL approach was 
suggested by Ali et al. (2021) for the precise categorisation 

of malignant and benign skin tumours. The steps are as 
follows: first, apply a kernel or filter to reduce unwanted 
sounds and artefacts; second, standardise the input images 
and derive attributes that aid in precise categorisation; third, 
enrich the data with more images to increase classification 
accuracy. A few TL models were compared to the suggested 
DCNN model’s performance. When compared to current 
TL methods, the proposed DCNN method’s final results 
show that it is more trustworthy and resilient. 

In 2023, Femil et al. have introduced the accurate 
detection of skin cancer. Dermoscopy images of skin lesions 
are initially acquired and processed by removing the noises 
with the aid of a Gabor filter. The pre-processed 
dermoscopy image is then divided into various sections 
using the cascaded fuzzy C-means (FCM) method, which 
increases the accuracy of cancer detection. Melanoma 
parameters are effectively extracted using a Gabor response 
co-occurrence matrix (GRCM). In order to effectively 
optimise the retrieved features, a hybrid particle swarm 
optimisation (PSO)-whale optimisation is then used. 

In 2023, Dandu et al. the segmentation and classification 
of melanoma skin cancer is a challenge that the study 
attempts to solve. The fifth repeated skin cancer lesion is 
melanoma. The field of biomedical imaging and analysis 
has expanded. Recently, efforts for addressing the potential 
difficulties of malignant melanoma that may improve on 
epidermis have been promising, intriguing, and helpful. The 
accuracy of the suggested method is 90.6%. 

2.2 Review 
The automatic detection of skin diseases is a topic being 
worked on by a variety of researchers, institutions, and 
challenges. A variety of DL techniques were created to 
recognise dermatological disease, and they have been 
successful in a number of different disciplines. The 
performances could also be enhanced by utilising the right 
optimisation strategies. The impact on the training process 
makes it difficult for achieving maximum dependability and 
the least rate of time complexity at the similar time due to 
the disputes between several standards. A technique that is 
effective for identifying one skin lesion might not be 
effective for identifying others. Consequently, a fresh 
technique that is highly accurate is needed. Additionally, 
feature extraction methods can occasionally produce false 
findings. The images of skin cancer come in a variety of 
sizes and shapes, making it difficult to identify them with 
accuracy. According to this viewpoint, pre-processing is 
necessary for precise analysis. Low contrast from nearby 
tissues might occasionally present extra challenges and 
make it more difficult to correctly analyse skin cancer. 
Similar to this, a few signals that were not intended to be 
part of a picture but could interfere with a desirable result 
must be compromised. Therefore, all of this noise and 
artefacts should be eliminated during the pre-processing 
processes. Table 1 shows the review of conservative skin 
tumour models. 
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Table 1 Review of conservative skin tumour models 

Author Method Features Challenges Dataset used 

Mohakud and Dash 
(2022) 

• CNN • High accuracy 
• Testing loss is low 

• Improve the training 
size 

• Also, consider the 
regularisation rate 

• International skin imaging 
collaboration (ISIC) 
dermoscopic skin cancer 
image dataset 

Thurnhofer-Hemsi and 
Domínguez (2021) 

• CNN • Recall is high 
• F-measure is maximised 

• Need more accurate 
prediction 

• The HAM10000 dataset 

Tumpa and Kabir (2021) • ANN • Higher accuracy 
• Maximal sensitivity 

• Improve the feature 
extraction 

• PH2 dermoscopic image 
database 

Kumar et al. (2020) • DE-ANN • Highest specificity • Improve the 
performance 

• Skin cancer image datasets 
namely HAM10000 and 
PH2 

Adla et al. (2021) • DLCAL-SLDC • High sensitivity 
• Maximum specificity 

• It is necessary to test in 
the large-scale dataset 

• Benchmark ISIC dataset 

Togacar et al. (2021) • CNN • High sensitivity • Consider the 
performance of RAE 
and RRES 

• ISIC skin cancer dataset 

Wei et al. (2020) • DL model • It is more effective • Improve the accuracy • ISBI 2016 dermoscopy 
image 

Ali et al. (2021) • DCNN • Higher training rate 
• It is more reliable and 

robust 

• Varied lesion types 
cannot be determined 

• HAM10000 dataset 

Figure 1 Pictorial representation of adopted skin tumour detection model (see online version for colours) 
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3 Recognition of skin cancer: a new proposed 
architecture 

Skin cancer recognition is the most crucial model, which 
reduces the death rate. The proposed recognition model 
includes the following procedure: 

• The input image im is pre-processed using median filter 
(MF) in the initial stage. 

• Introduces a modified FCM is for segmenting the 
image. 

• After this, features like Improved CSLDP, LBP, LTP, 
and GLCM features are extracted from the segmented 
image. 

• Further, recognition takes place by the hybrid classifier 
with combining models like bi-LSTM and ANN, 
respectively. 

• The training of the hybrid model is performed by  
BRC-BOM model via tuning the optimal weights. 
Figure 1 shows the representation of the proposed 
framework. 

3.1 Pre-processing 
Here, we deploy MF to pre-process im. Pre-processing is 
necessitated to enhance the image quality. MF (https://en. 
wikipedia.org/wiki/Median_filter): a digital nonlinear filter 
technique known as MF is used frequently to get rid of 
noise from im. This kind of noise diminution is a general 
pre-processing method for improving the outcomes of 
processing. MF is greatly employed to process images and 
in definite cases, it maintains edges while lessening noise. 
The outcomes from MF are termed as (immf). 

4 Modified FCM-based segmentation 
The results from MF are based on the modified FCM for 
separating immf. 

4.1 Modified FCM model (MFCM) 
Segmentation is the process of separating the ROI and  
non-RoI parts of the diseased region. This work takes 
account of the FCM process with the modified procedure to 
evolve the segmentation outcome. The objectives for 
modelling the MFCM scheme are shown in equation (1) 
(Kahali et al., 2018). 
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In equation (1), n > 1 signifies the fuzziness coefficient; vik 
indicates the membership degree of yi in cluster k, i.e., 
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limits of obtained images are imprecise owing to the 

existence of noise or biased volume effect. Here, the pixels 
at the border are as includes the higher value of class 
entropy or uncertainty) linked with the specified intensity of 
the pixel yi. 

As per MFCM, the entropy-based FCM is modelled as 
in equation (2). Equation (3) shows the entropy formula, 
wherein, pik refers to the probability of pixel’s intensity, σs 
and μk refers to standard deviation and mean of intensity for 
kth class. 
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The modified FCM image is represented as imMFCM. 

5 Extracting ICS-LDP, LBP, LTP, and GLCM 
features 

Texture features are the major concern in the image input, 
which gives pattern-based information from the region. In 
this way, from the segmented image imMFCM, the ICS-LDP, 
LBP, LTP, and GLCM features are derived in this paper. 
Lastly, the combined set of features is subjected to 
classification. The description of each pattern features is as 
follows: 

5.1 ICS-LDP features 
LBP (Xue et al., 2011) could be measured as a 1st order 
localised pattern that is the binary outcome of 1st order 
derivative images. CS-LBP creates many small feature sets 
when compared to LBP, however, it is moreover a 1st order 
LDP in a centre symmetrical direction and it disregards the 
centre pixel data. As the 1st order derivative patterns are 
unable to describe more data and the higher order LDP in 
Zhang et al. (2010) and Zhao et al. (2010) creates much 
longer feature sets, which is not appropriate for backdrop 
modelling. Here, a new CS-LDP model is proposed that is a 
2nd order LDP in a centre symmetrical direction. CS-LDP 
model could confine more detailed info while containing a 
similar feature length to CS-LBP. Conventionally, it is 
stated as in equation (4), in which, hd signifies the grey 
value of the colour pixel (zdgd), hi and hi+(n/2) refers to values 
of nearby pixels in the centre symmetrical direction. And, t 
refers to the threshold 
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As per the improved feature, CS-LDP is defined as in 
equation (5). 
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In equation (5), q(z, g) = [qz, qg] is evaluated at every pixel 
position, the gradient vector q(z, g) is accumulated in a 
gradient map with two elements qz(z, g) and qg(z, g) 
corresponds to 2 sub-images based on equation (6). 

( ) 1 2
1 2

1 2

0 if 0
,

1 if 0
z z

t z z
z z

⋅ >
=  ⋅ ≤
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Table 2 GLCM features 
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5.2 GLCM features 
It is used to assess the spatial link amid the pixels (Arabi  
et al., 2016). The constraint in GLCM is specified in  
Table 2. 

5.3 LBP features 
The LBP (Fan and Hung, 2014) is shown with simplicity in 
a variety of comparison investigations. To extract the 
differential features between a definite reference pixel and 
its surrounding radius R, the basic LBP is used. For a pixel 
at (qe, re), the resulting LBP is written as in equation (7), 
where i  denotes the geometric mean of nearby pixels, ie 
and iP implies greyscale values of the central pixel and its 
surrounding pixels P with R. 
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5.4 LTP features 
The LTP (Mondal et al., 2021) has shown promising results 
for segmenting and analysing images. Here, a novel 
adaptive LTP technique enables pattern extraction for skin 
tumour identification. LTP eliminates light variations while 
maintaining the necessary picture appearance data. LTP 
advances the field of pattern extraction significantly since it 
is more noise invariant than LBP. The relationships of 
‘greater than, equal to, and less than’ amongst a pixel and its 
neighbouring pixels are reflected by LTP. 

The two standard values (0, 1) in LTP are expanded to 
three ternary code (–1, 0, +1) using a threshold. The number 
1 is set as the threshold. The grey values in breadth about 
the grey level of the middle pixel, oc is set to ‘0’ and grey 
values beyond oc + Δ is set to +1 and grey values beyond oc 
– Δ is set to –1. A three-valued operation is employed for 
the depiction of LTP code as shown in equation (8). 
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Δ = − < Δ
− <= < Δ
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The derived ICS-LDP, LBP, LTP and GLCM are totally 
termed as f. 

6 Optimised bi-LSTM and ANN models: the 
hybrid model for recognition 

The extracted feature (f) is then offered as input to a hybrid 
method which contains two classifiers like bi-LSTM and 
ANN. The working principle is the extracted feature set is 
individually subjected to bi-LSTM and ANN models, 
respectively. The results from them are median to achieve 
the final outcome. Here, the training will be performed by 
the optimisation algorithm, for which a new BRC-BOM 
algorithm is introduced in this work, which is explained in 
the subsequent section. 
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6.1 Bi-LSTM 
The gates namely, forget, input, and output are three gating 
components that form an LSTM (Zhou et al., 2019). Each 
neuron in LSTM can be calculated independently using 
equations (9)–(13), assuming that the incoming sequence is 
(p1, p2, …, p3). 

[ ]( )1,t l t t ll G w x p o−= × +  (9) 

[ ]( )1,t m t t mm G w x p o−= × +  (10) 

[ ]( )1, ,t n t t t nn G w c x p o−= × +  (11) 

[ ]( )1 1tan ,t t t t c t tc m c l x w x p− −= × + × ×  (12) 

( )tant t tx n x c= ×  (13) 

Here, 

• t = time 

• lt, mt, nt = input of input and output gate 

• G = sigmoid function 

• pt = LSTM neuron input 

• ol, om, on = offset vectors 

• xt = output of hidden layer 

• wl, wm, wn = weight matrices of input and output cell. 

6.2 ANN 
NN (Mohan et al., 2016) is employed to discover the 
harshness of the disease. Equations (14), (15) and (16) 
establish the network model, wherein, ( )
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The bi-LSTM and ANN outputs are averaged to obtain final 
outcome. 

Objective: the intention is to lower error as in  
equation (17). 

min( )Objective Err=  (17) 

The weights of bi-LSTM (w) and ANN (we) are optimally 
selected by the BRC-BOM scheme. Table 3 describes the 
hyper parameters of classifiers. 

Table 3 Classifier hyperparameters 

Methods Hyperparameters 

ANN dense layer size = 100, activation = ‘relu’ 
dense layer 2 size = 3, activation = ‘softmax 

loss = ‘sparse_categorical_crossentropy’ 
optimiser = ‘rmsprop’ 

Bi-LSTM filter size = 128 
activation = ‘sigmoid’ 

loss = ‘sparse_categorical_crossentropy 
optimiser = ‘adam’ 

Bi-GRU filter size = 64, activation = ‘relu’ 
dense layer size = 3, activation = ‘softmax’ 

loss = ‘sparse_categorical_crossentropy’ 
optimiser = ‘rmsprop’ 

SVM C = 0.03 
kernel = ‘linear 

6.3 BRC-BOM scheme for training: tuning the 
optimal weights 

Here, we combine the theories of BOA (Arora and Singh, 
2019) and BRO (Farshi, 2021) to form BRC-BOM. Hybrid 
schemes results in better outcomes in terms of convergence 
speed (Beno et al., 2014), which is validated in the results 
section by comparing the model with existing algorithms. 
To overcomes the limitations such as low convergence and 
fall into the local optima. The proposed model is used. 

BOA was impacted by how butterflies scavenge and 
mate. In particular, scents with unique scents in each 
butterfly are the distinguishing feature of BOA, which is 
formulated as in equation (18), where the power exponent 
α, modality sensory index is referred by s ∈ (0, 1), the 
stimuli intensity is referred by l, and the index refers to the 
intensity of the stimulus. 

q sl= α  (18) 

The three phases in BOA are described as follows: 

1 Initialisation: The constraints, solution space and 
objectives are specified. 

2 Iteration: Two diverse search schemes: global and local 
search were deployed in this iteration. 

Conventionally, the global searching is shown in 
equation (19), here, t

iψ  represents ith position at 



 Optimal hybrid classifier with fine-tuned hyper parameter and improved fuzzy C means segmentation 59 

iteration t and Gbest represents the global best position. 
Specifically, δi represents ith butterfly’s scent. 

( )1 2t t t
best ii i iψ ψ r G ψ δ+ = + × − ×  (19) 

As per BRC-BOM, the global search position is 
modelled by combining equation (20) of BRO to form 
equation (23). 

1 ( )t
iψ r ud ld ld+ = − +  (20) 

[ ] ( )1 2( )t t
best ii iψ r ud ld ld r G ψ δ+ = − + + × − ×  (21) 

1 2( )t t
best i ii iψ r ud ld r G δ ψ δ ld+ = − + − +  (22) 

[ ]1 ( )t t
best i ii iψ r ud ld rG δ ψ δ ld+ = − + − +  (23) 

In equation (23), δi ∈ 0, 1 and r refers to random 
integer computed via the logistic map. 

The position of the butterflies is used for modelling the 
local search, as shown in equation (24), wherein, and 
denotes t

jψ  and t
jψ  butterflies. 

( )1 2t t t t
ii i j kψ ψ r ψ ψ δ+ = + × − ×  (24) 

Moreover, a switch probability is assigned. As per 
BRC-BOM, the final solution is then passed through a 
Lévy flight. A Lévy flight is a random walk in which 
the step lengths follow a probability distribution with 
heavy tails called the Lévy distribution. When a walk is 
known as having more dimension, the directions in 
which the steps are taken are isotropic. 

3 Termination: BOA terminates when the utmost iteration 
is reached. The BRC-BOM is in Algorithm 1. 

Algorithm 1 BRC-BOM model 

Initialising population 
Calculate the intensity of stimuli  
When stopping criteria does not meet 
 for each population do 
  Calculate scent for BF as in equation (18) 
 end for 
 Discover best BF 
 for every butterfly BF in the populace do 
 Consider an arbitrary integer denoted by ra 
  if r < pr 
   Update position as per proposed equation (23) 
  else 
   Update position as per equation (24) 
  end if 
  Apply Lévy flight concept (proposed) 
 end for 
 update α 
end while 

Table 4 shows the algorithm parameters. 

Table 4 Parameters of algorithm 

Methods Parameters 

BOA c = 0.01, p = 0.8, alpha = (0.1, 0.3) 
BRO threshold = 3 
AOA alpha = 5, miu = 0.5, moa_min = 0.2,  

moa_max = 0.9 
Firefly 
algorithm 

gamma = 1, beta_base = 1, alpha = 0.2, 
alpha_damp = 0.99, delta = 0.05, m = 2 

7 Results and discussion 
7.1 Simulation setup 
Python was used to execute the suggested based on skin 
cancer detection. The proposed BRC-BOM method was 
examined over the conventional methodologies including 
BOA, BRO, ALO, AOA, and FF. Similarly, the assessment 
was conducted, in terms of, positive metrics (accuracy, 
precision, sensitivity, and specificity), negative metrics 
(FNR and FPR), and other metrics (F-measure, MCC, and 
NPV). The skin cancer images are displayed in Figure 2. 

7.2 Dataset description 
The dataset was collected from (https://www.fc.up.pt/addi/ 
ph2%20database.html), 

“The dermoscopic images were obtained at the 
Dermatology Service of Hospital Pedro 
Hispano (Matosinhos, Portugal) under the 
same conditions through the Tuebinger mole 
analyzer system using a magnification of 20×. 
They are 8-bit RGB colour images with a 
resolution of 768 × 560 pixels. This image 
database contains a total of 200 dermoscopic 
images of melanocytic lesions, including 80 
common nevi, 80 atypical nevi, and 40 
melanomas. The PH2 database includes 
medical annotation of all the images namely 
medical segmentation of the lesion, clinical 
and histological diagnosis, and the assessment 
of several dermoscopic criteria (colours; 
pigment network; dots/globules; streaks; 
regression areas; blue-whitish veil).” 

7.3 Analysis of a positive metrics 
The analysis on positive measures for the BRC-BOM model 
over the standard approaches, namely, BOA, ALO, BRO, 
AOA, and FIREFLY are specified in Figure 3. When 
observing those figures, the developed strategy surpassed 
the established approaches in terms of detection accuracy. 
As shown in Figure 3(a), the suggested model has the 
maximum detection accuracy at 90% learning percentage is 
(~) 97.42%, although the other approaches seemed to have 
the lowest detection accuracy, such as BOA is 77.18%, 
ALO is 79.02%, BRO is 78.93%, AOA is 80.47% and 
FIREFLY is 81.16%, respectively. 
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Figure 2 Skin cancer detection images (see online version for colours) 

Primary image 

     

Conventional segmentation image 

        

Proposed BRC-BOM segmentation image 

     
 

Moreover, the recommended method received the greatest 
value for precision, specificity, and sensitivity. Particularly, 
the models’ FIREFLY, BOA, ALO, BRO, and AOA 
reached the minimum specificity of 69.73%, 74.74%, 
77.15%, 78.98%, and 90.86%, whilst the suggested model 
yields the specificity of 95.54%, in the 80% of learning 
percentage. The developed method accomplished its highest 
precision at 90%of the learning percentage is 98.59%. 
Finally, looking at Figure 3(d), the presented approach 
achieved a sensitivity of 94.67%, at the 90% learning 
percentage, exceeding BOA, BRO, ALO, AOA, and 
FIREFLY, which each have a sensitivity of 81.52%, 84%, 
86.92%, and 87.05%. Thus, from the investigation, it is 
known that the suggested BRC-BOM scheme is 
substantially more reliable for detecting skin cancer with 
maximal accuracy and precision rate. 

Figure 3 Analysis of, (a) accuracy (b) specificity (c) precision 
(d) sensitivity (see online version for colours) 

  
(a)   (b) 

  
(c)   (d) 

7.4 Analysis of a negative measure 
Figure 4 shows the suggested BRC-BOM method’s negative 
metrics (FNR and FPR) with those traditional approaches. 
From Figures 4(a) and 4(b), the developed method 
maintained the lowest FNR and FPR values than the other 

methods in the overall learning percentage. At 90%of the 
learning percent, the recommended method created an FNR 
of 0.034, this is considerably low than the established 
methods including, BOA (0.158), BRO (0.126), ALO 
(0.127), AOA (0.110) and FIREFLY (0.112). Considering 
Figure 4(b), the minimum FPR recorded by the suggested 
model at the 80% of learning rate is 0.11, which is more 
desirable than BOA, BRO, ALO, AOA, and FIREFLY. The 
suggested BRC-BOM methodology demonstrated its 
reliability in identifying skin cancer more precisely with 
low error. 

Figure 4 Analysis of, (a) FNR (b) FPR (see online version  
for colours) 

  
(a)   (b) 

7.5 Analysis of other measures 
Figure 5 represented the other metrics of the suggested 
BRC-BOM model is varied to the conventional models. The 
other measure has to be maximum in the adopted model for 
its effective performance. From Figure 5(a), the suggested 
technique obtained the F-measure of 98.36%, in contrast, 
the other current methods scored the lowest F-measure 
including BOA = 77.15%, ALO = 79.89%, AOA = 80%, 
and FIREFLY = 81.83%, respectively. Subsequently, the 
suggested model with respect of MCC has obtained a better 
performance of 92.17% (in the 80% of the learning 
percentage) this is superior to BOA, ALO, AOA, FIREFLY, 
and BRO respectively. Further, the proposed model offers a 
greater NPV compared to other traditional methods like 
BOA, BRO, ALO, AOA, and FIREFLY for a learning 
percentage of 70%. Similarly, the NPV analysis of the 
BRC-BOM is 94.97%, which is desirable than BOA is 
74.82%, BRO is 76.47%, ALO is 77%, AOA is 83.92%, 
FIREFLY is 84.89%. As a result, the suggested BRC-BOM 
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strategy delivered beneficial outcomes and enhanced the 
detection accuracy for skin cancer. 

Figure 5 Analysis on, (a) F-measure (b) MCC (c) NPV  
(see online version for colours) 

  
(a)   (b) 

 
(c) 

7.6 Statistical analysis 
Table 5 describes the statistical analysis of the proposed 
BRC-BOM technique against the traditional methods (BOA, 
BRO, ALO, AOA, and FIREFLY). Reviewing the Mean 
scenario, the proposed model acquired an error rate of 
0.091694, even though the other methods scored the highest 
error value of BOA is 0.20377, BRO is 0.162192, ALO is 
0.170028, AOA is 0.17168 and FIREFLY is 0.187915. 
Based on the worst-case scenario, the lowest error value 
acquired by the suggested model is 0.095916 this is better 
when compared to BOA (0.225307), BRO (0.200114), ALO 
(0.183577), AOA (0.216857) and FIREFLY (0.216857). 
The evaluation has shown that the adopted BRC-BOM 
model ensures a lowest error value than the other relevant 
previous systems. 

Table 5 Statistical analysis 

 Best Worst Mean Median Standard 
deviation 

BOA 0.167245 0.225307 0.20377 0.211264 0.022208 
BRO 0.129905 0.200114 0.162192 0.159376 0.030281 
ALO 0.151111 0.183577 0.170028 0.172711 0.014071 
AOA 0.135174 0.216857 0.17168 0.167344 0.031378 
FIREFLY 0.151111 0.216857 0.187915 0.191845 0.024289 
BRC-BOM 0.060951 0.113992 0.091694 0.095916 0.021836 

7.7 Classifier comparison 
Table 6 depicts the classifier analysis over the other 
classifiers such as bi-LSTM, ANN, bi-GRU, SVM, CNN 
(Thurnhofer-Hemsi and Domínguez, 2021), and NN 
(Tumpa and Kabir, 2021). Here, the proposed approach 

recorded the greatest detection accuracy with low FPR and 
FNR. Particularly, the accuracy of the suggested method is 
93.90%, excessively high against the bi-LSTM = 81.38%, 
ANN = 83.01%, bi-GRU = 76.36%, SVM = 69.13%,  
CNN = 79.56%, and NN = 76.11%, respectively. The FNR, 
MCC, sensitivity, and F-measure of the suggested work are 
0.042361, 82.61%, 95.06%, and 91.73%. Furthermore, the 
suggested BRC-BOM method obtained an FPR of 0.121, 
which is preferable, then the following methods: bi-LSTM 
(0.222318), ANN (0.133803), bi-GRU (0.291667), SVM 
(0.376286), CNN (0.173517) and NN (0.25002), 
respectively. 

7.8 Ablation study 
Table 7 shows the ablation study of the suggested  
BRC-BOM work, model without optimisation, and model 
without segmentation. The proposed method attained a 
detection accuracy of 93.90%, the model without  
BRC-BOM is 87.86%, and the model without segmentation 
is 74.88%. Similarly, the F-measure of the proposed 
technique, model without BRC-BOM, and model without 
segmentation is 91.73%, 88.28%, and 74.43%. 
Consequently, the suggested method, model without  
BRC-BOM and model without segmentation acquired the 
FPR of 0.121, 0.137703, and 0.22595. 

7.9 Convergence analysis 
Figure 6 portrays the convergence BRC-BOM analysis of 
the suggested method in contrast to the established 
methodologies which include BOA, BRO, ALO, AOA, and 
FIREFLY by modifying the iterations to 10, 20, 30, 40, and 
50, respectively. In the first iteration, the high error rate 
observed in the proposed work is (~) 1.0925, nevertheless, it 
began to converge from iteration 10 and scored the lower 
error value of 1.0751 in the 50th iteration. The maximum 
error rate is acquired by the FIREFLY (1.07743) and BOA 
(1.07742). Altogether, it is demonstrated that the proposed 
BRC-BOM provides improved skin cancer detection with 
decreased error. 

Figure 6 Convergence study of the proposed BRC-BOM model 
vs. conventional approaches (see online version  
for colours) 
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Table 6 Classifier comparison 

 BRC-BOM Bi-LSTM ANN Bi-GRU SVM CNN (Thurnhofer-Hemsi 
and Domínguez, 2021) 

NN (Tumpa and Kabir, 
2021) 

Sensitivity 0.950639 0.845145 0.789364 0.837675 0.777584 0.76581 0.74998 
MCC 0.826124 0.625166 0.658863 0.540881 0.400576 0.593027 0.51604 
Accuracy 0.939049 0.813802 0.830163 0.763601 0.691339 0.795696 0.761166 
FNR 0.042361 0.154855 0.210636 0.162325 0.222416 0.23419 0.25002 
F-measure 0.917304 0.829365 0.813418 0.751753 0.688895 0.791844 0.727629 
Specificity 0.879 0.777682 0.866197 0.708333 0.623714 0.826483 0.769445 
NPV 0.950304 0.813351 0.823197 0.853984 0.78149 0.77405 0.806106 
FPR 0.121 0.222318 0.133803 0.291667 0.376286 0.173517 0.230555 
Precision 0.907826 0.814163 0.838983 0.681818 0.618365 0.81971 0.70657 

 
Table 7 Ablation study 

 BRC-BOM 
Proposed 
without  

BRC-BOM 

Proposed 
without 

segmentation 

Accuracy 0.939049 0.878683 0.748843 
NPV 0.950304 0.886374 0.733333 
Sensitivity 0.950639 0.894344 0.724138 
Precision 0.907826 0.871712 0.76581 
FNR 0.042361 0.105656 0.275862 
MCC 0.826124 0.757364 0.498666 
Specificity 0.879 0.862297 0.77405 
FPR 0.121 0.137703 0.22595 
F-measure 0.917304 0.882883 0.744391 

7.10 Analysis on dice coefficient 
The dice coefficient analysis is shown in Table 8. A 
statistical method called the dice coefficient assesses how 
similar two sets of data are. Perhaps the most often used 
tool for evaluating picture segmentation methods is this 
index. The dice coefficient of the suggested technique is 
high varied to the traditional methods. 

Table 8 Dice coefficient analysis 

Image Proposed model Conventional model 

image1 0.743716 0.681643 
image2 0.711871 0.64047 
image3 0.69143 0.629062 
image4 0.692676 0.636665 
image5 0.691665 0.627785 

7.11 Computational time 
The computational time analysis is given in Table 9. The 
computational analysis of the suggested method is less 
(~56.36) than the other conventional schemes such as BOA, 
BRO, ALO, AOA and FIREFLY. Furthermore, it proved 
the efficiency of the suggested method. 

 

 

Table 9 Computational time analysis 

Models Time 

BOA 70.53 
BRO 79.57 
ALO 101.57 
AOA 107.97 
FIREFLY 92.32 
Proposed model 56.36 

8 Conclusions 
This article introduced a novel technique for detecting skin 
cancer. The work exploited MF for pre-processing. Further, 
modified FCM was used for segmenting images. Then, 
features like LBP, GLCM, LTP, and improved CS-LDP 
were derived. At last, detection was done by employing two 
models namely, bi-LSTM and ANN, whose results were 
fused to get the detected outcomes. Reviewing the Mean 
case, the suggested model attained the error value of 
0.091694, even though the other methods scored the highest 
error value of BOA was 0.20377, BRO was 0.162192, ALO 
was 0.170028, AOA was 0.17168 and FF was 0.187915. 
Based on the worst-case, the lowest error value acquired by 
the suggested model was 0.095916 this is better when 
compared to BOA (0.225307), BRO (0.200114), ALO 
(0.183577), AOA (0.216857) and FF (0.216857). The 
diagnosis of skin cancer disorders and artificial intelligence 
are likely to become closely related in the future. 
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Nomenclatures 

Abbreviation Description 

AI Artificial intelligence 
CNN Convolutional neural network 
AOA Arithmetic optimisation algorithm 
ANN Artificial neural network 
CSAE Convolutional sparse autoencoder 
ALO Ant lion optimisation 
BOA Butterfly optimisation 
BRC-BOM Battle royal customised butterfly 

optimisation model 
Bi-LSTM Bidirectional long short-term memory 
CapsNet Capsule network 
DLCAL-SLDC DL class attention layer CAD for skin lesion 

detection and classification 
DNN Deep neural network 
FCM Fuzzy means clustering 
FF FIREFLY 
DL Deep learning 
GWO Grey wolf optimisation 
BRO Battle royal optimisation 
DCNN Deep convolutional neural network 
GLCM Gray scale co-occurrence matrix 
MGIA Maximum gradient intensity algorithm 
IMC Information measures of correlation 
MF Median filtering 
PSO Particle swarm optimisation 
TL Transfer learning 
LBP Local binary pattern 
LTP Local ternary pattern 
LDP Local derivative patterns 
OT Otsu thresholding 
NN Neural networks 
DE Differential evolution 
SSO Swallow swarm optimisation 
DS Decision support 
UV Ultra violet 
RNN Recurrent neural network 
ICS-LDPF Improved centre symmetric local derivative 

pattern feature 

 


