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Abstract: Accurately predicting changes in stock prices is a complex and
challenging task due to the multitude of factors influencing the stock market.
Stock market analysts commonly rely on indicators for forecasting, but the
interpretation of these indicators is often complicated and can result in
inaccurate predictions. To enhance the precision of stock price forecasting, we
propose a novel approach that incorporates feature selection algorithms and
classification techniques. In fact, by identifying the most impactful indicators
affecting each stock’s price, the process of predicting stock prices will be
significantly simplified. We conducted experimental tests on stock data from
multiple companies listed in the Tehran Stock Exchange, spanning 2008 to
2021. Our findings demonstrate that reducing the number of features and
indicators can significantly enhance the accuracy of stock price predictions
in specific scenarios.
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and linear algebra. His academic pursuits encompass a strong focus on
machine learning, deep learning, and their applications in other scientific
domains.

1 Introduction

The stock market holds great significance as a financial market for investments,
primarily due to its ability to generate profits in a relatively short period compared to
other markets. Consequently, investors and traders are highly interested in predicting
price fluctuations in the stock market. However, the unpredictable and turbulent
nature of stock market data, characterised by nonlinearity, dynamism, instability, and
chaos, poses a significant challenge in developing a reliable prediction system. Unlike
conventional statistical data, stock market data exhibits intricate complexities, driven by
erratic changes. Numerous factors, such as political, economic, seasonal, and market
trends, influence the stock market (Chandar, 2020). To forecast stock market price
changes, statistical models and machine learning models are commonly employed.
While statistical models are straightforward and linear in nature, they struggle to
uncover hidden insights within the nonlinear structure of stock market data (Chung and
Shin, 2018). Therefore, the increasing application of artificial intelligence and machine
learning methods has become prominent in addressing statistical problems, particularly
in the field of financial market forecasting, including the stock market.

Several algorithms have been developed to predict price trends in financial
markets. These algorithms include the back propagation neural network (BPNN),
functional link artificial neural network (FLANN), wavelet neural network (WNN),
recurrent neural network (RNN), radially bounded nearest neighbour (RBNN), grey wolf
optimisation-Elman neural network (GWO-ENN), kernel principal component analysis
(KPCA), support vector machine (SVM), and naive Bayes. Researchers have utilised
these algorithms in various studies to forecast stock prices (Nahil and Lyhyaoui, 2018;
Ray et al., 2014; Liao and Wang, 2010; Lei, 2018; Chandar, 2020; Rahimunnisa,
2019; Guo et al., 2013). However, due to the complex and nonlinear nature of market
behaviour, it remains uncertain which algorithm performs best. Despite receiving less
scientific attention compared to quantitative analysis (Murphy, 1999), a significant
number of studies have employed technical indicators as the primary approach for
forecasting stock prices.

Within the realm of financial market forecasting, there exist numerous indicators, yet
some of them exhibit low accuracy despite the heavy computational load they require.
As a result, it becomes imperative to identify a set of indicators that can effectively
predict price changes in the market. One potential solution lies in feature selection
algorithms, which can eliminate redundant features and reduce complexity, thereby
enhancing the efficiency of forecasting methods. The studies conducted by Omuya et al.
(2021) and Vandana and Chikkamannur (2021) have shed light on the effectiveness of
feature selection algorithms in addressing this issue.

The utilisation of feature selection algorithms is based on three primary factors.
Firstly, these algorithms can aid in mitigating the computational complexity associated
with large datasets, which can pose difficulties in terms of cost-effectiveness and
timely analysis. Secondly, feature selection algorithms have the potential to enhance
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the efficacy and comprehensibility of infrastructure processes. Finally, the incorporation
of features that offer valuable insights can lead to an increase in classification power
(Omuya et al., 2021; Ntakaris et al., 2020).

The primary challenge faced by stock market analysts is the presence of certain
indicators that can lead to misjudgements about the trend of a particular stock.
Improving the accuracy of forecasts requires the identification and use of key indicators
for each stock, which necessitates feature selection. Feature selection plays an important
role in enabling analysts to efficiently identify the most relevant and informative features
from a large pool of potential candidates. This not only improves the accuracy of
predictions but also simplifies and speeds up the computational process. However,
working with high-dimensional data presents challenges as it may contain many
irrelevant or uninformative features, which can complicate the computational process
and result in storing excessive amounts of unnecessary information. In this research,
multiple feature selection algorithms were used to reduce the number of indicators while
three different classification methods, random forest, C4.5, and support vector machines
(SVM) were utilised to evaluate the quality of the selected indicators. Our experimental
findings revealed that the random forest classification algorithm outperformed other
methods in several instances, demonstrating superior accuracy. Furthermore, by reducing
the number of features and indicators, we achieved even higher prediction accuracy,
particularly for weekly forecasts, while simultaneously reducing computational burden.

This paper is structured as follows. First, Section 2 provides a comprehensive
discussion of related work. In Section 3, we describe the data and algorithms utilised
in the study and present an overview of the performance evaluation methods employed.
The experimental results are then presented in Section 4, followed by a thorough
analysis of the findings in Section 5. Finally, Section 6 concludes the paper with a
summary of our research and suggestions for future work.

2 Related work

There exists a significant body of literature exploring the use of machine learning
models for predicting stock prices and trends. The majority of these articles demonstrate
the substantial potential of such models in this domain. For instance, Lin et al. (2009)
propose employing the PCA method for reducing and filtering noise in data, while Talebi
et al. (2014) suggest a novel classification method for identifying upward, downward,
and sideway trends in foreign exchange rates in the foreign exchange market. Similarly,
Zhong and Enke (2017) investigate data mining methods for daily stock price forecasting
and introduce various financial and economic features that are subsequently reduced
using techniques such as KPCA and fast robust principal component analysis (FRPCA).
Other researchers, such as Patel et al. (2015) and Dash and Dash (2016), predict stock
price trends using technical indicators as input features for artificial neural network
algorithms. Chen et al. (2018) compare the effectiveness of deep learning with machine
learning methods such as back propagation (BP), extreme learning machine (ELM)
and radial basis function (RBF) for predicting the behaviour of the Chinese stock
market. According to Omuya et al. (2021), removing bands with no performance effect
through the feature selection process is an effective means of reducing the need for
performance. Obthong et al. (2020) explore machine learning algorithms and stock price
prediction techniques. Xu et al. (2020) develop a stacked system for stock market
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prediction, leveraging the wavelet transform to reduce noise in market data and a stacked
auto-encoder to filter out unimportant features from preprocessed data. As machine
learning models become more complex, the interpretation of results and identification of
patterns in data become increasingly challenging (Swales and Yoon, 1991). To overcome
this challenge, feature selection and classification methods were employed in this study
to enhance prediction accuracy and efficiency of stock price trends.

3 Proposed model

This study employed 25 attributes for each symbol, including open, close, high,
low, volume, zig zag, RSI, Macd, signal, MFI, stochastic %D, stochastic %K,
momentum, Kijun-Sen, Tenkan-Sen, Chikou-span, Senkou-span A, Senkou-span B,
DEMA, DTOscSK, DTOscSD, NNRSI, OBV, MAOBV, and CCI (Talebi et al., 2014;
Murphy, 1999, 2009; Marek and Cadkova, 2020; Patel, 2010; Di Lorenzo, 2012;
Miner, 2008; Tsang and Chong, 2009). To ensure uniformity and avoid bias due
to large values, all data was normalised and scaled to a range of [0, 1]. Multiple
feature selection algorithms from the Weka library were used to reduce the number
of indicators, including CFS subset evaluator, information gain attribute evaluator,
gain ratio feature evaluator, correlation attribute evaluator, and symmetrical attribute
evaluator (Bouckaert et al., 2016), while three different classification methods, random
forest, C4.5, and SVM were utilised to evaluate the quality of the selected indicators.
The 10-fold cross-validation method was conducted to validate the performance of
these algorithms. A Java-based software program was developed and implemented to
calculate the relevant indicators, apply feature selection and classification operations
to the normalised data, and save the selected indicators and errors as separate files
for each symbol. This allowed for systematic assessment of the performance of the
different feature selection algorithms and classification methods on the data. The overall
framework for the proposed model is illustrated in Figure 1.

The data used in this study consists of the daily trading history of three symbols
(Shbhran, Kpars, and Valiz) from January 2008 to December 2021, comprising a total
of 3,112 working days. This data was obtained from the Tehran Securities Exchange
Technology Management Co website at http://tsetmc.com. In order to evaluate the
prediction performance of the proposed model, we used the following performance
measures:

• The mean absolute error (Chandar, 2020) is the average absolute difference
between the predicted value and the actual value, and is calculated as follows:

MAE =
1

N

n∑
k=1

|Ak − Pk|

• The root mean square error (Chandar, 2020) is the square root of the distance
between the predicted and actual value:

RMSE =

√√√√ 1

N

n∑
k=1

(|Ak − Pk|)2
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• Classification accuracy is calculated by dividing the number of correct predictions
made by the total number of predictions made and multiplying the result by 100
to obtain a percentage (Vandana and Chikkamannur, 2021):

Accuracy =
T

N
× 100

where T is the number of samples correctly classified and N is the total number
of samples.

• Sensitivity or recall indicates the percentage of the positive class that was
correctly classified (Wong and Lim, 2011; Vandana and Chikkamannur, 2021):

Sn =
TP

TP + FN

• Specificity indicates how much of the negative class was correctly classified
(Wong and Lim, 2011):

Sp =
TN

TN + FP

• The positive predictive value (PPV) is the probability of correctly predicting an
outlier (Wong and Lim, 2011):

PPV =
TP

TP + FP

• The negative predictive value (NPV) is the probability that a non-outlier point was
correctly predicted (Wong and Lim, 2011):

NPV =
TN

TN + FN

• F-measure or balanced F-score (F) is the harmonic mean of the PPV and
sensitivity measures:

F =
2× PPV × Sn

Sn + PPV

• AUC-ROC: the receiver operator characteristic (ROC) curve is an evaluation
metric for binary classification problems. It is a probability curve that plots the
TPR against the FPR at various thresholds, essentially separating the ‘signal’ from
the ‘noise’. The area under the curve (AUC) is the measure of a classifier’s ability
to discriminate between classes and is used as a summary of the ROC curve. The
higher the AUC value, the better the performance of the model in distinguishing
between the positive and negative classes (Fawcett, 2004):

AUC =
1 + Sn − FPrate

2

where FPrate is the ratio of the number of false positives to the total number of
non-outlier days:

FPrate =
FP

TN + FP
= 1− Sp
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• The geometric mean (GM) of the sensitivity and specificity measures:

GM =
√
Sn × Sp

• Matthew’s correlation coefficient (MCC) provides better balance among the four
basic metrics Sn, Sp, PPV and NPV (Matthews, 1975):

MCC =
TP × TN − FP × FN√

(TN + FN)× (TP + FP )× (TP + FN)× (TN + FP )

Figure 1 Overall framework for the stock price trend prediction model (see online version
for colours)

4 Experimental results

The results of the feature selection and classification algorithms applied to the data are
presented in Tables 1 through 3 and Figures 2 to 19. In addition, Figure 20 illustrates the
frequency of indicators selected by the feature selection algorithms in the daily period,
and Figure 21 displays the frequency of indicators selected by the feature selection
algorithms in the weekly period. Figures 20 and 21 reveal that the Senkou-span A,
Senkou-span B, Kijun-Sen, MAOBV, and OBV indicators were most frequently selected
by the feature selection algorithms, indicating that they may be particularly effective
in detecting stock price trends. The implementations of our algorithms are available at
http://faculty.du.ac.ir/rahmani/softwares/.
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Table 1 Results of feature selection algorithms and SVM classification
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Table 2 Results of feature selection algorithms and C4.5 classification
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Table 3 Results of feature selection algorithms and random forest classification
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Figure 2 Results of SVM classifier without the use of feature selection algorithms
(see online version for colours)

Figure 3 Results of using the symmetrical attribute evaluator model with an SVM classifier
(see online version for colours)

Figure 4 Results of using the correlation attribute evaluator model with an SVM classifier
(see online version for colours)
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Figure 5 Results of using the gain ratio feature evaluator model with an SVM classifier
(see online version for colours)

Figure 6 Results of using the information gain attribute evaluator model with an SVM
classifier (see online version for colours)

Figure 7 Results of using the CFS subset evaluator model with an SVM classifier
(see online version for colours)
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Figure 8 Results of C4.5 classifier without the use of feature selection algorithms
(see online version for colours)

Figure 9 Results of using the symmetrical attribute evaluator model with a C4.5 classifier
(see online version for colours)

Figure 10 Results of using the correlation attribute evaluator model with a C4.5 classifier
(see online version for colours)
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Figure 11 Results of using the gain ratio feature evaluator model with a C4.5 classifier
(see online version for colours)

Figure 12 Results of using the information gain attribute evaluator model with a C4.5
classifier (see online version for colours)

Figure 13 Results of using the CFS subset evaluator model with a C4.5 classifier
(see online version for colours)
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Figure 14 Results of random forest classifier without the use of feature selection algorithms
(see online version for colours)

Figure 15 Results of using the symmetrical attribute evaluator model with a random forest
classifier (see online version for colours)

Figure 16 Results of using the correlation attribute evaluator model with a random forest
classifier (see online version for colours)
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Figure 17 Results of using the gain ratio feature evaluator model with a random forest
classifier (see online version for colours)

Figure 18 Results of using the information gain attribute evaluator model with a random
forest classifier (see online version for colours)

Figure 19 Results of using the CFS subset evaluator model with a random forest classifier
(see online version for colours)
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Figure 20 Frequency of the indicators selected by feature selection algorithms in a daily
period (see online version for colours)

Figure 21 Frequency of the indicators selected by feature selection algorithms in a weekly
period (see online version for colours)

5 Discussion

Based on the experimental results, it has been observed that future trading trends can
be predicted with a high degree of accuracy using less than 25 features. In some cases,
it was found that better accuracy was achieved when using fewer features compared
to using all available features. For instance, when predicting the ‘Shbhran’ trend, the
GainRatio-attribute ranking feature selection algorithm in combination with random
forest classification achieved an accuracy of 85.787% using only 16 selected features
(close, MAOBV, OBV, Chikou-span, RSI, signal, DEMA, Macd, Senkou-span B,
NNRSI, MFI, Senkou-span A, CCI, stochastic %K, momentum, stochastic %D)
in the weekly period, whereas the accuracy was slightly lower at 85.349% when
using all 25 features without applying a feature selection algorithm. Similarly, when
predicting the ‘Kpars’ trend, the InfoGain-attribute ranking feature selection algorithm
in combination with random forest classification achieved an accuracy of 84.425% using



58 M.J. Sheikhzadeh and S. Rahmany

only 14 selected features (MAOBV, Kijun-Sen, OBV, Senkou-span A, Senkou-span B,
DEMA, Tenkan-Sen, RSI, MFI, low, stochastic %K, CCI, stochastic %D, zigzag) in the
weekly period, whereas the accuracy was slightly lower at 83.536% when using all 25
features without applying a feature selection algorithm. These results demonstrate the
effectiveness of the proposed model in accurately predicting stock price trends using a
reduced set of features.

6 Conclusions

In this study, we investigated the effectiveness of feature selection and classification
techniques in forecasting stock price changes on the Tehran Stock Exchange. We
examined 25 different features and indicators and made predictions on a daily and
weekly basis. Our experimental findings revealed that the random forest classification
algorithm outperformed other methods in several instances, demonstrating superior
accuracy. Furthermore, by reducing the number of features and indicators, we achieved
even higher prediction accuracy, particularly for weekly forecasts, while simultaneously
reducing computational burden. Notably, our results indicated that the accuracy of
weekly price trend predictions surpassed that of daily price trend predictions.

The findings of this study highlight the potential benefits of employing feature
selection and classification methods in stock price trend prediction. These techniques
can assist investors in achieving more precise forecasts, leading to a reduction in
investment risk and an increase in profits. By carefully selecting a subset of pertinent
and informative features, it becomes possible to enhance the accuracy of predictions
while simplifying the computational process. This approach holds particular value for
investors seeking to make well-informed decisions regarding their stock portfolio.

Based on the results of this work, it is suggested that future research could
explore the use of additional feature selection and classification algorithms, or apply
the algorithms tested in this research to data from other markets such as the gold
or cryptocurrency markets. This would provide a more comprehensive understanding
of the effectiveness of these algorithms in different contexts and could help identify
potential improvements or modifications to the existing approach. Additionally, it may
be valuable to investigate the use of more advanced machine learning techniques, such
as deep learning, to further improve the accuracy and efficiency of stock trend prediction
models. Overall, there is significant potential for continued research in this area to yield
valuable insights and improve the performance of stock market analysis and prediction.
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