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Abstract: Companies have migrated their operational activities from paper documents to 
automated processes with fully digital storage. This management trend is positive, but printed 
documents, in most cases, cannot be discarded for administrative or legal reasons. This research 
used data extraction to enrich the database of a Non-Governmental Organisation (NGO) that 
monitors the use of public financial resources in counties. The implementation analysed the 
digital files containing official documents and identified the words with the highest occurrence 
according to algorithms presented in the research results. The solution created in the research 
added metadata to improve the search for documents in the database and improve the procedural 
follow-up of administrative and judicial actions. The results were positive with success in the 
extraction of the keywords in each document and presented with examples in the results section, 
showing the steps used to add metadata in the documents.  
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1 Introduction 

The amount of digital data generated worldwide daily is 
massive. Between 2015 and 2017, the amount of data was 
more significant than in the entire historical timeline, and the 
entire digital universe is estimated to reach 44 zettabytes 
between 2020 and 2025, and 463 exabytes of data  
will be created daily worldwide. Data to be used must be 
understandable to the easy search and be made locatable, 
accessible, interoperable and reusable to improve management. 
Similarly, it must initially be available in digital form on some 
online platform for data to be considered valid. Also, in this 
scenario, data is more accessible with rich metadata. 

A highlight of the research is metadata as supplementary 
data for document retrieval. The use of metadata has enabled 
data summarisation to assist in digital document search 
engines. Conceptually metadata can be defined as data about 
data. A metadata item determines the meaning of a specific 
piece of data, usually representing information intelligible to 
people and computer systems. 

An essential step towards data standardisation and 
interoperability is in the creation of metadata, some advantages 
are: standardisation of the description of data sets, quality of the 
represented data sets, and interoperability between different 
processes and physical devices (Löbe, 2021). 

The concept of metadata is a resource for creating 
interfaces that facilitate data retrieval and exchange. The 
following areas are examples of this concept, highlighting 
that any area of human knowledge with data needs can 
benefit from the use of metadata in both data retrieval and 
data management and information generation. 

 Metadata in Health: Health metadata represents the use 
of structured information to document the creation, 
management, and use of records over time across all 
functional domains of medicine and related fields. 
Systems for the health domain must automatically extract 
metadata elements from records. They must also allow 
management of values from metadata in data retrieval by 
other software (Chekabab et al., 2020). 

 Geospatial Metadata: Metadata schemes also contribute 
to managing data from areas such as Social Sciences and 
can be shared in an accessible and intelligent way. An 
example is present in the elements developed by the 
Federal Geographic Data Committee (FGDC). The 
FGDC standard is helpful for the use of resources created 
with a grant from the US Government (Moen, 2000). 

 Multimedia: The Moving Picture Experts Group 
ISO/IEC (MPEG) has developed a set of standards for 
the representation and encoding of digital video and 
audio. Two metadata standards: MPEG-7, Multimedia 
Content Description Interface (ISO/IEC 15938) and 
MPEG-21 Multimedia Framework (ISO/IEC 21000). 
MPEG-7 defines the metadata elements, structures and 
relationships used to describe audiovisual objects, 
including still images, graphics, 3D models, music, 
audio, voice, video or multimedia collections (Kim and 
Chung, 2020). 

 Data Warehousing: metadata can also be a resource to 
standardisation interface for data warehouse applications. 
They control data flow and describe features such as 
rules, transformations, aggregations and mappings. 
Metadata enables the control and management of data 
warehousing to develop and control intelligent systems 
without writing code in specific programming languages 
(Oukhouya et al., 2021). 

 Web Metadata: metadata are a resource to the 
distribution of descriptive elements for web resources, 
requirements such as markup systems for web pages, 
conventions and standards to process them and context 
creation in libraries are some examples. The practice of 
creating tags or labels for this purpose has taken on a 
wide variety of applications on the Internet regardless of 
whether they belong to proprietary or open libraries 
(Müller and Gleim, 2021). 

The research contributed to managing digital documents that 
make up the collection of the Non-Governmental Organisation 
called Observatório Social – OSR, Rondonópolis-MT/Brazil.1 
The research domain covers spreadsheets, invoices, memos, 
bids and other kinds of documents. The collection of NGO 
documents is public and used for monitoring the management 
and finances of the municipal executive power. In a transversal 
way, the article also presents the development of a tool to help 
the consultations of the documents in the collection, providing 
improvements in the inspection activities developed by the 
NGO. The procedural monitoring of the actions of the 
municipal executive branch requires constant checking of 
documents in different types of media. The documents used in 
the research are digital but present difficulties in consultations 
due to many printed documents for analysis without resources 
to facilitate the location as metadata. 

More specifically, the research shows resources to 
facilitate the location and identification of documents, also 
contributing to retrieving data from metadata extracted from 
the current database. 

The approach proposed in the research uses the NGO’s 
database for queries on thematic issues related to each 
investigation to monitor actions at the municipal level. In this 
sense, the main problem with managing digital documents 
lies in the lack of a computational solution capable of 
retrieving multiple documents from keywords. The metadata 
added to the database aims to improve the results of these 
searches. 

The management of the documents was done with a 
specific tool to keep the documents available in their original 
formats, avoiding storage in databases and avoiding duplications. 

The resources for searching and finding information in 
digital libraries are not new, the availability of full-text access 
in electronic form can contribute to locating, navigating and 
displaying information that transcends traditional libraries. 
The article by Skluzacek et al. (2018) presents an important 
reference for managing digital files, the research performs an 
approach regarding storage formats by classifying them as 
follows: 
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 Unstructured: files containing no specific format or 
content. Often readable natural language and encoded in 
ASCII or Unicode. Unstructured files usually are stored 
in text format (txt). 

 Structured: are containers of data encoded or organised 
in a predefined format. It often includes self-descriptive 
metadata that specific tools and interfaces can extract. 
The most common formats include: JSON, XML, HDF 
and NetCDF. 

 Tabular items: are formatted in rows and columns, 
usually include a header and column labels. The 
metadata can be the header, rows or columns. They have 
metadata for columns such as averages, minima and 
maxima. Tabular files are often stored as .csv and .tsv 
files. 

 Images: Files containing graphical images, such as plots, 
maps and photographs. Common formats include .png, 
.jpg and .tif. 

 Compressed: This type covers any manipulable file with 
compression / decompression software to produce one or 
multiple files. Examples of extensions are .zip and .gz. 

 Hybrid: files that contain multiple types of data, such as 
tabular data with free-text descriptions and images with 
text labels.  

2 Related works 

The research presented by Jeong et al. (2021) addresses data 
standardisation as a method of data quality management. 
Also, in the research, the authors address metadata 
standardisation in databases as a resource for improving data 
quality, managing the terms used in the metadata, and 
providing reliability and ease of use. Extracting the metadata 
also results in a summary that reduces the amount of text to 
search by removing less necessary content. Although topic-
related searches have identification capabilities for relevant 
texts, there is less emphasis on minimising the diversity of 
content (Saeed et al., 2020). In this sense, it results in texts 
summarised in a form poorly suited to the original text’s 
context. 

Another fundamental approach refers to big data, and 
most systems have large amounts and variety of data and lack 
veracity, which together exceeds the capacity of traditional 
processing systems. An approach presented by Sawadogo  
et al. (2019) presents the data lake concept. In practice, it is 
an enormous repository of raw and heterogeneous data, 
composed of external sources, allowing users to explore, 
sample and analyse the data. This research does not directly 
use the data lake concept, but it is relevant to mention it as 
conceptual support because, in a way, historical data is stored 
in files and manipulated in this structure. 

Automated metadata extraction from binary documents 
such as PDFs is key to building a scalable document 
processing system for libraries and digital collection searches. 
Metadata extraction has usually used machine learning-based 

methods. However, relatively small digital documents work 
fine. In general, digitisation is not satisfactory when the 
amount of documents is too large, this applies to digitising 
entire books or thousands of theses and dissertations. The 
extraction of metadata is a difficult task that requires much 
manual intervention. 

Portable Document Format or PDF is frequently present 
in research involving text storage and processing because of 
the prevalence of documents for this file type, as presented in 
Figure 2. Another important PDF feature has been used as a 
file delivery format on many platforms for almost all devices. 
Han and Wan (2018) discussed the shortcomings of using 
formats such as TIFF and JPEG2000 for file formats for data 
preservation, showing the PDF format as an essential format 
for scanning textual documents. 

Hashmi et al. (2020) described takes a rules-based 
approach to metadata extraction, first converting the 
documents to XML format and then the metadata is extracted. 
Converting the data set from PDF to XML provides many 
different features, and when incorporated with textual 
features, they provide consistent rules and good results. In our 
proposal, the approach is similar; however, there is no 
intermediate conversion to XML, we use UTF-8 format text 
and then the metadata extraction is done. Another essential 
point is rules; algorithms and parses for textual content 
analysis provide the pre-processing for extraction in both 
kinds of research. 

Another important point related to the investigated 
collection is the characteristics of the documents stored in the 
databases: edicts, memos, norms and contracts. The research 
presented by Ha et al. (2021) addresses systems for extracting 
metadata from contracts with error checking and analysis. 
The present research uses the same principle across the board 
in selecting and identifying the keywords for each document. 

The research presented by Blinston and Blondelle (2017) 
brings contributions related to digital media formats and 
storage structure. According to the authors, electronically 
stored data are in two categories: 

 data stored in relational or object databases that are 
highly structured; 

 data located in documents in various formats (TIFF, JPG, 
PDF, XLS), usually gathered in folders in semi-
structured or unstructured content. Typically, this data is 
divided into 20% structured data versus 80% semi- or 
unstructured data.  

These characteristics even affect the ability to make decisions 
since software, and analytical systems generally, operate with 
structured data. Current practices to extract data and metadata 
from unstructured documents mainly involve manual 
processes with high financial and human costs (Blinston and 
Blondelle, 2017). 

3 Methodology 

The research adopts qualitative and descriptive methods, in 
this context, a tool converted the textual content into more 
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readable content in the utf standard, an application used by 
the NGO realised the conversions to tokens with the bag-of-
word concept for subsequent classification of the terms  
with greater quantitative relevance in each document. The 
classification results of the elements with the highest 
occurrences in each text update the database are used to index 
the physical documents. Figure 1 shows the methodological 
procedures used to develop the research: 

 Original documents: the first step consists of mapping 
the texts to the original format for content conversion;  

 Textual documents: conversion of binary documents to 
the utf-8 standard;  

 Bag-of-words: the creation of lists with tokens and 
respective quantities of occurrence;  

 Database: updating of the database with the relevant 
keywords.  

Figure 2 shows the distribution of files as to the quantity for 
each type, the identification of this distribution was used  
as a reference to determine the algorithms used for the 
classification of the data. Another important point refers to 
the preparation of the data, elaborated from the file formats 
used by the algorithms. 

Similarly, the amount of data used to store each set of 
documents according to types, as shown in Figure 3, shows 
the distribution similar to that shown in Figure 2. 

As discussed in Section 2, this research does not address 
a specific architecture for data management. However, it 
didactically adopts the concept of data lakes as a reference 
architecture for the relevant implementations. It is important 
to note that the data lake concept emerged as an alternative  
 

to data warehouses for storing, exploring and analysing 
large volumes of data. In this sense, data is stored in a raw 
state and has no explicit schema. 

3.1 Data preparation 

The preparation of data for specific tools or with specialised 
algorithms is a fundamental step for the results expected from 
extraction and classification. Preparing data means organising 
it in a layout or format required for the demand in question, 
enabling the necessary operations to generate the expected 
results. Preparation can range from converting file types to 
reorganising the arrangement of data sources in specific 
orders. In this research, data preparation consisted of format 
conversion. The files are stored initially in binary format with 
high storage size and structural complexity. It is essential to 
point out that these characteristics did not hinder data mining. 
The mining tools have resources for processing various types 
of files, however, this can compromise the extraction 
performance in terms of time and feasibility, even for small 
amounts of data. 

3.2 Procedures 

The collection of the NGO (OSR) has about 60 GB in 
digital documents, the strategy adopted was not to store the 
documents in a database because the collections and 
contents are in folders, and then a specific computational 
solution was used to perform the identification and retrieval 
of digital documents. Figure 4 shows the interface 
developed for the NGO’s demand, which consists of storing 
only the logical location of the documents and their 
respective metadata, enabling thematic searches by subject. 

Figure 1 Methodological procedures 

 

Figure 2 Distribution of files by quantity 

 

Figure 3 Storage distribution (GB) 
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Figure 4 Digital document management system 

 
 

Associating metadata to files requires manual supervision, 
which is extensive and time-consuming, this justifies using an 
application to automate the extraction of metadata. In this 
sense, a tool contributed to speeding up metadata collection to 
enrich the corporate database. The extraction contributes 
directly to the location and searches of the digital document 
database. Binary documents such as PDFs or DOCXs usually 
do not provide explicit metadata to improve their location. In 
this sense, complementary data associated with each 
document significantly improves the search for correlated 
documents, especially when they are in the same research 
context, such as biddings, minutes, memos, edicts and cost 
sheets. 

As explained in Section 1, the strategy used for the 
development of the file manager considered the existing 
storage structure without discarding it. With this, it was 
possible to create an application for simple indexing of 
documents, Figure 5 shows the manager schema. In this 
representation, it is possible to verify that the application does 
not store files in the database, the stored data are only 
references for locating and identifying the documents. The 
table structure shows the attributes for metadata storage, 
adding resources for document retrieval, particularly the  
table files. 

In this context, data classification uses machine learning 
algorithms to summarise quantitatively, create groupings 
and verify predetermined characteristics or relationships in a 
specific scenario. Data classification is generally the last 
step in data set processing, followed by presenting results. 
The research uses data classification as an intermediate step, 

performed after extracting data from files and updating the 
database with metadata for data retrieval. 

Figure 5 Database schema for the digital document management 
system 

 

4 Results 

The data extraction started with identifying the tokens for 
each text file, this step used bag-of-words, allowing to 
individualise the text items without restrictions on words, 
symbols and punctuations. The model checks word count  
and disregards grammatical details and word order. The 
nomenclature comes from the fact that any information about 
word order or structure in the document is not essential. The 
model considers only the occurrence of the words, the 
position in the text is not relevant. 

Punctuation marks and other dispensable symbols were 
removed later in the classification step. The text fragment 
shown in Figure 6 illustrates how the algorithm for creating 
the bag-of-words algorithm works. In this illustration, there is 
no content selection yet, because it is an illustration in which 
only the seven tokens with the most occurrences were 
selected, as illustrated in Figure 6. 
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Figure 6 Simple example of bag-of-word and text fragment extracted from Batini et al. (2009) 

 

The extraction of the keywords uses a ranking algorithm for 
classifying the number of occurrences of the tokens. Figure 7 
shows the illustration of the algorithm used to classify and 
extract the six elements with the highest occurrence in the 
text. 

Figure 7 Simple classification an extract keys algorithm 

 

The identification of the keywords by checking the number  
of occurrences for each token in the respective files 
disregarding characters such as punctuation. After creating 
the lists containing the words and their respective 
occurrences, the list is sorted in ascending order, representing 
the tokens with the highest number of occurrences for the 
content of each file. 

Figure 8 shows the preprocessing of the texts using the 
stop-word list for exclusion of unnecessary tokens for 
classification of elective items to keywords. 

Figure 8  StopWords 

 

The data extraction represents the most significant difficulty 
considering the binary format of the files, thus, the initial  

phase related to the conversion of binary content to text was 
essential to use the files with the algorithms for classification. 
As discussed in Section 3, binary contents are not an 
impeditive factor for the processing used in the research. 
However, textual contents facilitate the use of algorithms for 
text mining. In some cases, it is mandatory to use utf-8 
(Unicode Transformation-8-bit) standard textual content 
because they do not work directly with binary files such as 
PDFs and DOCXs. The retrieval of files with keywords can 
be available with some strategies according to the demands, 
such as simple queries using structured query language, 
specific algorithms for distance calculation and phonetic 
search algorithms like Soundex. 

The conversion of the text into tokens uses an Object 
Pascal application with a Lazarus GUI. This application uses 
a simple method of sorting or selection, grouping the tokens 
according to the number of occurrences of each. The six 
tokens with the highest occurrence as metadata or keywords 
for the document are selected and are disregarded words with 
less than three symbols or letters. 

5 Conclusion 

The research contributed with a computational solution to 
enrich an institution’s database with social action (NGO). 
Update metadata to the existing database contributes directly 
to data enrichment. It was also essential to show the 
possibility of using the existing data, allowing the entire 
collection of historical archives without duplicating 
documents. Data extraction improves the retrieval of 
unstructured documents, also helping in the creation of 
information related to thematic groups of documents. Some 
difficulties faced refer to the formats of the files available in 
the NGO’s collection, as shown in the Figures 2 and 3, this 
disfavoured the direct extraction of content, it was necessary 
to perform covers before the extractions. In summary, the 
research questions were answered satisfactorily with practical 
demonstrations of data extraction from documents, data 
enrichment in textual content, and metadata as a resource for 
data retrieval in archives. Contents such as videos and audio 
were not addressed in this research, although they represent a 
relatively small portion of the content, they are relevant and  



 Enrichment of data in digital documents with metadata extraction 193 

should also be classified. In this sense, work related to textual 
data extraction is opportune for this demand. Content stored 
in video files can be used by extracting the audio layer and 
then converting the audio into texts, from this conversion, the 
process for identifying and classifying the keywords follows 
the same methodology proposed in this research. In the 
research was adopted that data management uses a local 
application, this includes data retrieval in queries with pre-
established criteria. A relevant contribution is constructing a 
web or mobile interface for remote queries to the social 
observatory database. It is essential to highlight that the 
database is not restricted to NGO use and is available for 
public consultation. It can collaborate with academic research 
and public monitoring of documents collected by the NGO  
in the municipal government’s legislative processes and 
executive actions. Currently, the storage and use of the data 
are local. The next step of the project concerns the migration 
of both the data and the search engine to a cloud platform, 
and this will make the data accessible in locations outside the 
NGO headquarters so that the managers will be able to 
perform their work with more mobility, this is an essential 
point because part of the activities of the NGO represents the 
supervision of works in their respective execution sites. 
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