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Abstract: Providing research data to be readable, accurate and understandable by human and 
autonomous computational agents is challenging, primarily if published on the web. We present 
Nano-PROV, a workflow-based approach that aims at semantic enrichment of data and 
provenance control of published research data sets. The workflow uses the nanopublications for 
data transformation, a reliable format for dynamically publishing research outputs. Further, 
Nano-PROV adopts UN-PROV, a unified provenance guideline centred on nanopublication for 
identifying and controlling data and workflow provenance. In this paper, we developed 
computational experiments to evaluate the workflow by generating a nano-pub data model based 
on the genomic scenario, showing how the proposal may circumvent various issues regarded with 
data reusability, interoperability, and discoverability issues. Compared with related works, our 
results demonstrated the feasibility of Nano-PROV to enhance the semantic expressivity of 
research data and its metadata annotations. 
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1 Introduction 

Reusing research data presents opportunities and challenges 
for individual researchers, their organisations, and the 
research community. Interdisciplinary scientific data-centric 
environments generate vast amounts of data, providing new 
possibilities for analysis. However, research faces barriers 
when extracting knowledge from large data sets. 

These barriers are related to cross-domain complexity and 
the shortage of common governance models (Demchenko et 
al., 2012). Further, when individual researchers attempt to 
reuse data, the obstacles reach new levels. For instance, when 
searching and retrieving data sets, they face semantic issues 
related to redundant, inconsistent, inaccurate, incomplete and 
even obsolete records (Fan, 2015). 

Poor (or absent) semantics models, non-interoperable (or 
non-integrated) research data environments and the lack of 
curation, transparency and provenance trails are the dilemmas 
experienced when trying to reuse published data (Demchenko 
et al., 2012). Providing accurate annotations on how data and 
metadata can be interoperated or analysed with other sources 
is crucial for expanding knowledge and data discoverability. 
The drawbacks increase if the reusers are autonomous  
agents who require an upper level of data management, 
chiefly reusable and understandable by these agents 
(Wilkinson et al., 2016). 

If we consider semantic aware scenarios, Linked Data 
(LD) is one of the most accepted formalisms for defining data 
sets as Digital Objects (DOs); the data science community 
has defended LD as a foundation for providing machine-
understandable (meta)data (Bizer et al., 2009). Similarly, the 
FAIR data principles proposed by Wilkinson et al. (2016) 
improve data findability, accessibility, interoperability and 
reusability. The principles increase the research data value, 
making them more easily discoverable, accessible, 
interoperable and reusable by any agent. 

The research community has been developing several 
approaches to comply with these principles independently of 
the scientific domain. We highlight that the process of 
making research data FAIR (a.k.a FAIRification) is quickly 
gaining momentum in the research community. It is a 
workflow-based transformation process to control data and 
metadata management and assist data owners in transforming 
digital research outputs into FAIR DOs (Jacobsen et al., 
2020). A broad spectrum of FAIRification workflows has 
singular characteristics related to specific research domains, 
tools, and techniques (Feijoó et al., 2022). 

Nanopublication (NP) also generates DOs following 
FAIR data principles (Sustkova et al., 2020). NP can store 
minimal statements in a well-defined DO. These statements, 
also called assertions, can represent any scientific output 
information. NP provides a dynamic and reliable mechanism 
to store data in multipurpose domains. 
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Another benefit of NP is provenance control. Part of the 
NP schema stores the provenance of the assertion and the 
provenance of nanopublication DO generation. Despite that, 
Asif et al. (2019) investigated the published NP and noticed a 
shortage of data provenance in the NPs. This issue relates to 
data owners’ lack of provenance awareness and the absence 
of specifications or guidelines for achieving an ideal NP 
provenance environment. 

To mitigate the concerns, we propose the Nano-PROV 
FAIRification workflow. Our workflow-based method 
considers a boost in data reusability and knowledge 
discoverability to assist the development of novel semantic 
data models. The Nano-PROV FAIRification provides a 
guideline for data owners to achieve their FAIR objectives 
based on well-known converging formalisms such as LD, 
DO, NP, FAIR data principles, data provenance and semantic 
interoperability. 

Unlike previous related works, our innovative study uses 
the NP definition to convert unstructured (meta)data (with 
poor semantics) into DOs, following the FAIR data 
principles. Additionally, we provide a unified NP Provenance 
(UN-PROV) guideline for ensuring a systematic and reliable 
mechanism to gather retrospective provenance metadata (Da 
Serra et al., 2009) by implementing provenance controls and 
ontologies like the W3C PROV data model (Moreau et al., 
2015) and other standardised recommendations. 

This manuscript is an extended version of our previous 
work (Feijoó et al., 2022). We introduce the FAIRification 
workflow and show a real-world use case to compose the 
Nanopublication Genome data model (NGen-DM). 
Furthermore, we present a guideline for controlling and 
generating machine-readable retrospective provenance 
metadata following the NP definition. 

The paper is organised as follows. Section 2 includes the 
background and related work. Section 3 presents the Nano-
PROV FAIRification, whose 12 steps are grouped into three 
categories (pre-FAIRification, FAIRification and post-
FAIRification steps). Further, Section 3 also presents the UN-
PROV. Section 4 presents the experiments and discusses the 
FAIRification application in a data-centric genomic scenario. 
Finally, Section 5 presents the conclusion, limitations and 
future works. 

2 Background 

2.1 Understandable data semantics environment 

As highlighted by Roche et al. (2015) and Mons et al. (2017), 
reusers make a strenuous effort to find, access, interoperate 
and reuse data and metadata. According to the authors, about 
80% of data are considered re-useless due to the absence  
of a Persistent Identifier (PID), descriptors, provenance 
annotations, licences and explicit semantic terms. 

The FAIR guiding principles are a general guideline for 
improving (meta)data management and curation practices, 
focusing either on human-driven or machine-driven activities 
(Wilkinson et al., 2016). The GO FAIR working group 
introduced the FAIRification workflow-based methodology 

to promote a deeper understanding of Dos’ unstructured and 
poor semantic data transformations (GO FAIR, 2019). 

The FAIRification is a multistep process that data owners 
can adopt for controlling and adapting (meta)data to be 
FAIRer. The process considers the owners’ premises, the data 
and the technologies. Today, there are several FAIRification 
proposals (Jacobsen et al., 2020; Sinaci et al., 2020; Kersloot 
et al., 2021; Groenen et al., 2021). 

Nanopublication (NP) is another innovative (meta)data 
formalism for tackling data reusability and interoperability 
issues. Even though its development is not directly related to 
the FAIR principles, Kuhn et al. (2016) pointed out the 
similarities between these principles and NP objectives. For 
instance, NP adopts the LD structure for storing information 
in a minimal, dynamic and consistent DO, based on the 
RDF/TriG notation. 

NP comprises four RDF/TriG graphs: head, assertion, 
provenance and publication info. The head identifies the NP 
and connects the graphs. The assertion stores the statements. 
The provenance highlights the statements’ provenance, and 
the publication info stores the NP provenance. Owing its 
dynamic and machine-readable way of disseminating 
information in fragments, the NP publishes data with attached 
metadata and provenance (Groth et al., 2010). 

Data provenance is crucial if we consider research 
reusability and knowledge discoverability. Data provenance 
is the metadata that assists the DO ancestry representation. In 
a data reusability scenario, retrospective data provenance is 
crucial in providing documentation for controlling data 
quality, authorship and curation (Da Serra et al., 2009). 

W3C PROV Data Model (PROV-DM) is a well-founded 
formalism for tracking DO provenance. PROV-DM provides 
specifications to control data provenance, which any agent 
can use to model, serialise, exchange, access, merge and 
translate the provenance metadata (Moreau et al., 2015). 
Furthermore, the provenance can be semantically tracked in a 
machine-readable format by the PROV Ontology (PROV-O) 
(Moreau et al., 2015). 

2.2 Related works 

The technical literature has described various FAIRification 
workflows to assist (meta)data creation or evolution. For 
instance, the GO FAIR proposal is a template to support the 
development of novel FAIRification processes (GO FAIR, 
2019). The template is a general process for implementing a 
FAIR environment in seven steps: (1) retrieve non-FAIR 
data; (2) analyse the retrieved data; (3) define the semantic 
model; (4) make data linkable; (5) assign licence; (6) define 
metadata for the data set and (7) deploy the FAIR data 
resource. Owing its generality, this FAIRification process can 
be adopted in distinct scientific domains. We stress that these 
workflow steps are ‘technology agnostic’. They do not 
specify computational techniques or specific technologies to 
solve scientific problems. Unlike the FAIR guidelines that 
emphasise the intrinsic data and metadata association in 
almost all its principles, this workflow only deals with 
metadata in step 6, without a deeper examination of the 
(meta)data relationships. 
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Similarly, the FAIRification workflow described by 
Jacobsen et al. (2020) also focuses on general processes. 
Jacobsen’s workflow steps are classified into three major 
phases: Pre-FAIRification, FAIRification and Post-
FAIRification. The phases are decomposed into nine steps: 
(1) FAIRification objective identification; (2) data analysis; 
(3) metadata analysis; (4a) data semantic model definition 
and (4b) metadata semantic model definition; (5a) make data 
linkable and (5b) make metadata linkable; (6) host FAIR data 
and (7) assess FAIR data. 

Jacobsen’s workflow suggests mechanisms for achieving 
each step. Besides, the workflow performs similar steps for 
data and metadata, highlighting both artefacts’ importance. 
Oliveira et al. (2022) derived a generic workflow-based 
approach based on Jacobsen. This work establishes well-
defined actions for each step to assist data modellers during 
(meta)data transformation. 

On the other hand, several authors emphasised the role  
of specialisation steps in research domains. For instance, 
Sinaci et al. (2020) developed a FAIRification workflow for 
data-centric health research. It incorporates data validation, 
de-identification and pseudonymisation steps necessary to 
this research domain. Additionally, this workflow includes 
steps for data versioning and indexing that the domain 
requires. 

The de novo FAIRification process proposed by Groenen 
et al. (2021) also focused on health research to transform raw 
(meta)data of vascular anomalies. This workflow comprises 
five phases and fifteen steps related to adopting specific 
domain tools and techniques for transforming (meta)data. 

As far as we know, these works mentioned above provide 
innovative ways of generating FAIRer environments. 
However, none of the previous works considers the necessary 
steps to analyse and represent a FAIR DM concentrating on 
both data and metadata, especially considering the metadata 
already attached to the published raw data. 

Moreover, these works do not contemplate the roles of 
provenance identification, control and modelling. Finally, 
none of the previous workflows considers NP a possible 
solution for FAIR DO creation. 

3 Nano-PROV FAIRification workflows 

This section describes the Nano-PROV FAIRification 
workflow (illustrated in Figure 1). Our method borrows some 
features described in GO FAIR and Jacobsen et al. (2020) 
FAIRification processes. However, unlike the GO FAIR 
FAIRification workflow, the Nano-PROV workflow focuses 
on creating a DM with particular attention to metadata 
analyses, provenance management and NP adoption. 

As Wilkinson et al. (2016) pointed out, metadata is 
crucial in increasing data reusability, principally in data-
centric and Big Data scenarios. Our workflow conducts all 
the steps with proper attention to data and metadata, 
following the FAIR data principles and formalisms of LD 
and the Semantic Web (Heath and Bizer, 2011). 

 

Figure 1 Nano-PROV FAIRification workflow 

 

The Nano-PROV FAIRification is customised to data 
provenance. The reusable FAIR principle (R1.2) explicitly 
cites the detailed provenance necessity. Thus, considering this 
perspective, Nano-PROV includes three steps for controlling 
the data and workflow provenance by the Unified 
Nanopublication Provenance (UN-PROV) approach. 

Contrasting the GO FAIR workflow, we propose the 
creation of Nanopublication DO. Other works have used NP 
as a feasible solution to a dynamical, minimal, machine-
readable and semantic-supported DO. Further, Nano-PROV 
presents an overview for data producers to make (meta)data 
FAIR using the described concepts and technologies. 

To achieve these goals, researchers must have confidence 
in the data when adopting the workflow and not only in 
defining the technologies. For instance, researchers must 
perform Competency Questions (CQ) like ‘How to enrich the 
(meta)data?’, ‘Which are the essential provenance 
metadata?’, ‘Which ontologies does the domain community 
adopts?’ or ‘Where will the FAIR data be published?’. The 
CQ are examples of how the Nano-PROV FAIRification 
workflow may aid researchers. 

The Nano-PROV workflow phases – Pre-FAIRification, 
FAIRification and Post-FAIRification – are further divided 
into twelve steps. Each step in the FAIRification process is 
fully described in the following sub-sections. 

3.1 (Step 1) Specify the FAIRification objectives 

The first step is understanding the role of (meta)data and 
developing FAIRification objectives. Data scientists must 
have an essential background in LD and Semantic Web and 
be familiar with the FAIR principles. Modellers must 
consider raw data sets, relevant metadata, reusers, 
stakeholders and data standards and guidelines. 
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Another crucial factor is to perform technical analysis, 
like conducting a FAIR evaluation framework (Herczog et al., 
2020). This evaluation can identify the (meta)data reuse 
scenario, data storage characteristics, reusers agents, data 
domain specifications and additional metadata attributes. 

As Wilkinson et al. (2016) described, a data set does not 
need to obey all the FAIR principles simultaneously but 
should achieve at least a minimal level, upgradable when 
possible. The workflow may support some principles 
depending on the data reusers premisses, FAIR status and 
other related characteristics. 

We underline that some of the FAIR principles include 
technological factors. For example, the adoption of globally 
unique identifiers and the specification of communication 
protocols. The objectives must reflect characteristics that 
influence the objectives and stakeholders’ resource 
limitations for implementing Nano-PROV. 

The step 1 output is a checklist with metrics and CQ 
related to the stakeholders’ needs. Moreover, the step 
identifies two user groups (data modellers and domain 
stakeholders). The groups discuss the issues experienced by 
reusers, investigate solutions for complying with the FAIR 
based on domain-relevant standards and propose the 
workflow outputs. 

3.2 (Step 2) Specify the raw (meta)data to be 
transformed 

The second step delineates the definition of data sets and their 
metadata to be transformed, considering the data type 
diversity. The analysed raw data used are divided into test and 
real data sets. 

The test data sets are samples used during the 
FAIRification workflow to evaluate the semantic data and the 
provenance models. These data sets must reflect the 
characteristics of the original scenario and address the 
FAIRification objectives. The variety of data formats, the 
connections between internal and external data sets, the range 
of different data types, the versioning, the attached metadata 
licences and data provenance are analysed during the 
workflow. If the researcher controls these characteristics, 
he/she will prevent (meta)data misinterpretations or 
shortages. 

The real data sets represent all the data sets in the 
analysed environment to be transformed into NP. In this case, 
the test data sets are included in the real data set. This real 
data set is used only in the Post-FAIRification phase after 
creating the NP model. In step 2, the output considers the 
definition of the data sets. Besides, a (meta)data collecting 
script is desirable to obtain the data sets and standardise the 
data transformation steps at the end of the FAIRification 
cycle. 

3.3 (Step 3a) Analyse the raw (meta)data 

Step 3a analyses the raw (meta)data in the test data sets. The 
raw (meta)data analysis contemplates an overview of the 
technical characteristics and an interpretative semantic 
investigation of the data sets. From a technical point of view, 

data researchers need to investigate the data structures, types, 
and representations (Jacobsen et al., 2020). The investigation 
assists the Semantic Model (SM) composition and introduces 
data semantical analysis. 

The interpretative semantic investigation of the data set 
must regard both data and metadata. Some FAIRification 
workflows take this analysis separately or do not represent 
the metadata analysis (GO FAIR, 2019; Sinaci et al., 2020; 
Kersloot et al., 2021). Additionally, Mons et al. (2017) 
referred to the metadata in two different sections: intrinsic 
metadata (added during the generation of the data) and 
user-defined metadata (metadata related to the data 
provenance). 

However, due to the different applied domains, ontologies 
and controlled vocabularies, the Nano-PROV workflow 
conducts the metadata analysis in different steps. The intrinsic 
metadata are analysed with the data, and the user-defined 
metadata are examined in the next step, given well-defined 
data provenance ontologies and guidelines. 

The semantical analysis investigates if the published data 
and metadata are clear, unambiguous and pave the way for 
the workflow. The analysis of the data can be subdivided 
into: (i) searching for possible semantic standardisation; (ii) 
describing the semantic meaning of the data and (iii) 
highlighting the relations between data elements (Ganz et al., 
2016; Shotton et al., 2009; Wilkinson et al., 2016). 

At first, modellers need to search for a semantic 
standardisation related to the data sets, which can attenuate 
the effort during the analysis and composition of the SM 
(Jacobsen et al., 2020). After that, modellers must 
semantically describe all the data elements with the domain 
reusers’ assistance. Lastly, researchers need to identify the 
connections between the data elements. The possible 
relationships can be intrinsic in the data, referring to other 
data elements or data from other databases, although not 
semantically informed. Identifying these relationships can 
increase data interoperability (Wilkinson et al., 2016). 

As previously presented, metadata are essential for data 
reusability. Along with that, metadata must follow the same 
three topics of semantic data analyses. Additionally, it is 
necessary to identify the attached metadata, the metadata that 
are not strictly linked with the data, and related metadata that 
are not present in the environment (Jacobsen et al., 2020). 

In addition, the modellers must try to capture as much 
metadata as possible to provide a favourable reusable 
scenario. The richer the metadata, the more reusers can utilise 
them to verify if the data are good enough for their objectives 
(Mons et al., 2017). Finally, this step must consider the 
semantical analysis of the data and metadata relationship to 
facilitate the development of the semantic models. 

The outputs of step 3a need to represent a description of 
the (meta)data environment. Modellers can develop the 
semantic model effortlessly with the generated semantic 
description and the discovered technical information. 

3.4 (Step 3b) Analyse data provenance 

Step 3b identifies and analyses the data provenance. As 
discussed, provenance is crucial for data interpretability, 
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discoverability, and reproducibility. Tracking provenance is 
challenging, principally considering published data. 

W3C PROV supports data researchers in managing and 
searching provenance and preparing it to be semantically 
modelled. The modellers need to understand how the data 
were generated, the generation purposes, their attributes 
during the generation, filter and cleaning processes, and 
identify the owners, creators and curators (Jacobsen et al., 
2020). Further, when reusers collect information from the 
data provenance, they face distinct provenance perspectives, 
motivated by their objectives and data requirements. Owing 
these perspectives, the richer the data provenance can be, the 
better it can be reused by agents (Gil et al., 2010). 

The W3C PROV focuses on mapping the data 
provenance by the agent, activity and entity roles. Provenance 
describes the creation and use of entities by activities that 
agents may influence differently (Groth and Moreau, 2013). 
For example, four provenance roles are identified when 
mapping the provenance related to the action of generating a 
data set by scrapping an article. In this scenario, the creator is 
the agent, the scrapping is the activity and the data set and 
article are the entities. From this perspective, the 
FAIRification actors can track the provenance relationships. 
Additionally, PROV template adoption will support the 
provenance SM in future steps by applying the PROV 
ontology, additional provenance ontologies and controlled 
vocabularies. 

The outputs of step 3b generate data provenance artefacts 
for increasing data understandability and reusability. 
Adopting the W3C PROV can simplify mapping the data 
lineage and assist in identifying the data provenance 
characteristics. 

3.5 (Step 4a) Model the (meta)data semantically 

Step 4a focuses on modelling the (meta)data semantically. 
Modellers must define a model that characterises the data set 
entities and relationships to be semantically accurate in a 
machine-readable environment. 

Creating an SM requires effort to translate the (meta)data 
scenario to be understood by machines. At first, modellers 
must investigate if there are any SMs related to the applied 
domain. The GO FAIR community defends SM reuse as a 
possible advantage of the (meta)data domain standardisation 
(GO FAIR, 2019). 

If there is no related SM, modellers may: (i) generate a 
conceptual model following the (meta)data analyses; (ii) 
search for controlled vocabularies, ontologies and thesaurus 
referring to the domain and (iii) establish an SM following 
the conceptual model and the ontologies. 

The conceptual model represents the environment as a 
graph with terms and relations. The subject-predicate-object 
format can assist modellers in generating the conceptual 
model and preparing it to be translated using ontological 
terms. After that, modellers must find domain ontologies and 
other supportive ontologies. Searching domain ontologies that 
fit the created model is quite challenging. Ontology search 
engines like BioPortal (Whetzel et al., 2011), OLS Ontology 

Search (Cote et al., 2008) and Ontobee (Ong et al., 2016) can 
assist in this identification. 

The last action in this step 4a is to conceive the SM that 
complies with the selected ontologies. Modellers must 
translate the terms and relations based on the chosen 
ontologies. Additionally, the SM may represent other external 
data sets from different sources by semantically linking them. 
Thus, the output of this step is the generated SM that 
represents the actual (meta)data environment to be readable 
by machines. 

3.6 (Step 4b) Assign a licence 

Step 4b spotlights the licence attribution for the Data Model 
(DM). Research data are copyrighted material, and data 
licences lack or incorrect use generates a non-reusable data 
scenario (Wilkinson et al., 2016). Providing clear and 
acceptable data licences assists reusers in understanding the 
requirements and permissions granted by data holders to 
correctly reuse data (Hyland et al., 2014). 

Further, licensing research data can contribute to data 
preservation and protect researchers from possible conflicts 
related to the conclusions obtained from the data. LD licences 
can promote benefits such as deterring data fraud, reducing 
data duplication, encouraging interdisciplinary research and 
recognising data holders (Ball, 2014). Choosing a licence that 
best fits the data environment and data owners’ requirements 
is challenging. Different sources, like Creative Commons 
(CC), Open Data Commons (ODC) and GNU Public 
Licences can support this decision. 

In some cases, the data sets already have an attached 
licence. Therefore, the modellers must follow the attached 
licence and cannot provide a new licence that changes the 
original definitions. Moreover, the NP provides (meta)data 
information in a free and open form to be reusable without 
obstacles (Mons and Velterop, 2009). Modellers must define 
a licence that complies with the NP approach, the 
FAIRification objectives and the data sets licences. These 
step outputs must consider the licence identification and 
definition related to the (meta)data and the NP data model. 

3.7 (Step 5) Model data provenance  
(UN-PROV Data) 

Step 5 focuses on modelling the data provenance. By the data 
provenance artefacts generated in the 3b step, data modellers 
must create the conceptual model following the subject-
predicate-object notation, although adopting provenance-
related ontologies. Nanopublication establishes a clear 
provenance definition. However, there are minimal details for 
modelling provenance in NP, and the published NPs suffer 
from a lack of provenance (Asif et al., 2019). 

The Unified Nanopublication Provenance (UN-PROV) 
approach was created to support provenance management in 
NPs. UN-PROV reuses existing provenance ontologies to 
propose an environment for controlling and publishing 
provenance in NP. The UN-PROV provides triples 
representing the agent-entity-activity notation defended by 
the W3C PROV. 
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By the NP definition, the provenance and publication info 
graphs store provenance information. Owing the graphs 
objectives, the UN-PROV guideline is divided into two steps. 
At first, the provenance graph is modelled during this step. 
After that, the SM referring to the NP publication info graph 
is developed in FAIRification step 6. 

The NP guideline specifies CQs for controlling the 
assertion provenance graph, like ‘how the assertion was 
generated’, ‘who generated it’, ‘when it was generated’, 
‘where the assertion was obtained from’ and any other 
additional information (Groth et al., 2021). These guidelines, 
though, do not provide related information about the CQs, the 
provenance ontologies, and a possible DM for storing 
assertion provenance. By that, the UN-PROV supports 
modellers in identifying and developing a data provenance 
model to be attached to the final NP data model. 

The UN-PROV SM for the NP provenance graph (a.k.a 
UN-PROV Data) follows the triple notation and is 
represented by seven subgraphs. These subgraphs identify the 
assertion graph as an entity, the performed activity to 
generate this entity and the attributed agents. Further, the SM 
provides additional information like data description, citation 
requirements, and storage location. The UN-PROV data 
provenance SM is highlighted in the red box in Figure 2. 

The assertion entity is the core attribute in the 
provenance graph. Nine provenance metadata are related to 

the assertion: two agents, three entities, one activity and 
three additional metadata. These metadata are not 
mandatory, and additional provenance can be attached to the 
UN-PROV Data. 

At first, triples related to the primary source 
identification, the access rights definition and the  
assertion generation evidence are identified. The 
prov:hadPrimarySource property identifies the source related 
to the data in the assertion entity. The data access rights can 
be identified by dcterms:accessRights. The eco:ECO0000501 
term from the Evidence & Conclusion Ontology (Chibucos  
et al., 2016) highlights the evidence for the data provenance. 

After that, the author and curators are identified.  
The UN-PROV Data designs these agents using the same 
metadata information. The PROV-O and PAV properties 
pav:authoredBy, pav:curatedBy and prov:wasAttributedTo 
differentiate the agents’ roles. The agent’s name can be 
identified using the Friend of A Friend (FOAF) vocabulary or 
a semantic term related to the agent. The agent’s related 
source can also be identified. 

The (meta)data generation activity is modelled by the 
generation type, the activity agents, and the creation date. The 
generation type considers if an automatic or manual process 
originated the data. The prov:wasAssociatedWith property 
identifies the agents. Further, the term dcterms:dateSubmitted 
is used to track the creation date. 

Figure 2 UN-PROV semantic models templates (see online version for colours) 
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The UN-PROV Data identifies the storage location by the 
term prov:wasDerivedFrom. Related metadata, such as the 
data location characteristics, the related agents, and the 
source URL, may be tracked. The description is identified 
by dcterms:description term, the description text by the 
prov:value property and the description source by 
prov:wasQuotedFrom. Moreover, the provided citation is 
highlighted by the dcterms:bibliographicCitation property, 
prov:value quotes the citation, and dcterms:source identifies 
the related sources. 

The output of step 5 is the provenance SM based on the 
(meta)data environment and following the UN-PROV Data. 
The created data provenance SM is further utilised in the 
composition of the final Nanopublication DM. 

3.8 (Step 6) Model the provenance of the (meta)data 
transformation process semantically (UN-PROV 
Workflow) 

Step 6 follows the same process as the previous one. 
However, the difference is related to tracking the workflow 
provenance and the generated NP data model. This step was 
created to comply with the NP publication info graph. 
Analogous to the NP provenance graph, no formalised 
provenance guideline is provided. The only condition for the 
publication info graph is to store the creator’s identification 
and the NP creation timestamp (Groth et al., 2021). 

As presented in the blue coloured box in Figure 2, five 
subgraphs comprise the UN-PROV Workflow. Three agents, 
one activity and three additional metadata, compose the SM. 
The NP creator can be identified by pav:authoredBy in the 
NP entity triple block. The author’s Open Research and 
Contributor ID (ORCID), name and type are also provided. 
Simultaneously, the pav:retrievedFrom property identifies the 
data source location. The data source performs the role of an 
agent, and its type can be identified using the FOAF 
vocabulary, additional semantic terms or the data source 
name. The URL for the data source is also stored. 

A particular agent for this graph is the creation software. 
Owing the Big Data characteristics, a coded script or software 
could generate the NP data sets. The pav:createdWith 
property relates the software to the SM. The software type is 
tracked by the term rdf:type, the software name by the 
foaf:name term and the version by the pav:version property. 
The ORCID identifies the software authors. Further, the 
software deposit location is presented by the dcterms:source, 
and the related Digital Object Identifier (DOI) by the 
edam:data_1188 property. 

Like the UN-PROV Data SM, three metadata describe the 
activity to generate the model. At first, the generation type is 
identified by rdf:type. After that, the related agents are 
highlighted by the prov:wasAssociatedWith property. The last 
metadata activity is the creation date, tracked by 
dcterms:dateSubmitted property. 

Lastly, the provenance workflow is distinguished by the 
primary source, subject and access rights. Adopting the term 
prov:hadPrimarySource, modellers identify the location used 
to compose the NP. Subsequently, the subject identifies the 
associated terms related to the (meta)data environment, acting 

like the scientific paper keywords. To identify the subject, 
modellers must use dcterms:subject term followed by the 
semantic terms. Furthermore, the assigned NP access rights 
are highlighted by the dcterms:accessRights term. 

The output of this step is the workflow provenance 
semantic model following the UN-PROV Workflow by 
mapping and controlling the (meta)data transformation 
provenance. 

3.9 (Step 7) Create a semantic data model following 
the Nanopublication guideline 

Nano-PROV step 7 generates the final model following the 
NP guideline. The created model must follow a data 
framework and a machine-understandable notation. The NP 
approach is adopted due to the dynamic and effortless way of 
generating DOs according to the FAIR principles and 
Semantic Web definitions (Feijoó et al., 2022). 

In this step, modellers assemble the final DM by 
aggregating the previously developed SMs in previous steps. 
The assertion graph must receive the (meta)data SM 
generated in the 4a step. The provenance graph acquires the 
UN-PROV Data SM from step 5. Lastly, the publication info 
graph meets the UN-PROV Workflow SM generated  
in step 6. 

The first part of this step is to translate the created 
semantic models to the RDF/TriG notation. Following the 
previous Nano-PROV steps, the generated SMs must follow 
the subject-predicate-object. By that, modellers translate the 
SM more effortlessly, without re-interacting with the created 
models and defining each semantic term role in this syntax. 
Figure 3 represents a possible translation from the generated 
semantic models to a final NP model. 

The example in Figure 3 was based on a real NP related 
to the organism's interaction. The figure left part presents the 
developed SMs. The modellers develop the NP data model 
following the defined ontologies starting from the semantic 
models. Although different from the created human-readable 
SMs, the NP model must follow the URI of the ontological 
terms. For example, the term BFO:occurs_in property in the 
(meta)data SM example refers to the same obo:BFO0000066 
ontology property used in the NP assertion graph but focuses 
on the machine readability. Further, data modellers must 
identify the used prefix in the ontological classes and 
properties. The right part of Figure 3 presents the final NP 
model with all the necessary graphs and prefixes. 

Another part of the transformation from the SMs to the 
NP model is related to data literals. Data literals are 
(meta)data that were not transformed following a related 
semantic term, e.g., the bibliographic citation presented in 
Figure 3. By the non-use of a controlled vocabulary, data 
modellers must avoid data literals simply because machines 
cannot primarily understand them. Depending on the case, 
some data literals can be transformed into semantically 
related terms, and one example of that is related to date. As 
Kuhn et al. (2021) discussed, the date information is not 
semantically tracked in most DOs. Although comparing the 
effort of machine understanding date as a literal and date with 
semantic terms, the second approach is more efficient. 
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Figure 3 Transformation example from the created SM to the final NP data model (see online version for colours) 

 
 

With the created model, data modellers can test the written 
model’s syntax with the NP community-developed 
Validator for Nanopublication,1 a tool to check if the created 
DO follows the RDF and NP requirements (Kuhn, 2015). 

The generated output of step 7 is the final 
Nanopublication DM representing all the created SMs based 
on NP guidelines and RDF/TriG notation. The created NP 
model must pass the data modellers’ validations. Further, the 
validated model can be used in the following steps for 
generating the NP DOs based on the defined real data sets. 

3.10 (Step 8) Collect the raw (meta)data following  
the generated data model 

Step 8 concentrates on collecting the real data sets based on 
the NP model. Data modellers can apply different techniques 
to obtain real data sets. Owning or having access to these data 
sets is the ideal scenario. Data scientists, though, sometimes 
cannot directly retrieve these data sets using a query 
language. Data modellers may develop scripts, tools or 
services to circumvent this obstacle. 

Modellers can adopt techniques to extract real data sets. 
One of these examples is Selenium,2 an open-source tool for 
testing web applications. Selenium has been widely adopted 
to collect (meta)data from web pages. Another example is 
Scrapy,3 an open-source and collaborative framework for 
extracting published (meta)data, mainly used in Big Data due 
to its flexibility and adaptability in collecting (meta)data and 
generating structured data sets. Besides the technique used, 
the final output of this step must represent the real data sets 
following the established Pre-FAIRification requirements and 
the created NP data model. 

3.11 (Step 9) Post-FAIRification: Transform the raw 
(meta)data following the generated data model 

In Step 9, modellers must adopt or develop a script to 
transform the real data sets into NP DOs based on the created  
 

Nanopublication data model. During this transformation step, 
data modellers must investigate the best approach to deal with 
the present characteristics, like the data set total size and the 
semantic term proportion. These characteristics may 
influence the transformation performance. 

One possibility adopted by data modellers is the 
OpenRefine4 tool. According to Thompson et al. (2020), 
OpenRefine is a versatile tool focusing on exploring, 
cleaning, transforming, and extending data sets according to 
the data scientists’ objectives. Although the DO created by 
OpenRefine does not follow the NP guidelines, additional 
steps must be developed to transform the data sets into  
the NP. 

Moreover, modellers can develop a script for converting 
the real data sets, especially when data collection scripts are 
developed. The nano-pub-java library can support the 
creation of the transformation script. This library follows the 
NP guidelines, and one of the features is the definition of NP 
DOs in RDF TriG notation based on the delimited (meta)data 
semantic terms (Kuhn, 2015). 

An example is the NP Python library which  
provides ways to create, search and publish NPs (Van der 
Burg et al., 2021). Similar to the nano-pub-java, this library 
assists data scientists in creating NP DOs following the RDF 
TriG notation. Further, it focuses on controlling the 
ownership and provenance of the NP by delimiting the 
owner’s ORCID and defining custom provenance and 
publication info triples. 

Further, the FAIR data principles highlight that the DO 
must be assigned with a global and unique PID. A series of 
services assign PIDs for DOs. Archival Resource Keys 
(ARK), Identifiers.org and Persistent Uniform Resource 
Locators (PURL) are some examples (Juty et al., 2020). 

The output of step 9 is the nanopublication data set 
referring to the developed model and the attached PID. 
Additionally, the outputs must consider adopting or 
developing an approach for transforming the real data sets 
into DOs. 
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3.12 (Step 10) Publish the FAIR (meta)data resource 

The nanopublication DOs dissemination is the final step of 
the Nano-PROV. Depending on the established objectives, 
modellers can adopt different techniques for publishing their 
DOs. The nanopublication Server (NServer) is the primary 
location to publish NPs. The NServer is a decentralised 
network where the active servers can store, retrieve, and 
replicate NPs (Kuhn, 2022). The submission of NPs in this 
network occurs by creating a new NServer, integrating it into 
the network and publishing the NPs. After the NPs 
publication, the servers in the network can replicate them. 
The cited libraries in the previous step have features for 
publishing nanopublications in an NServer. Almost eleven 
million NP were stored using the NServer (Kuhn, 2022). 

Storing the NPs in an NServer takes advantage of most of 
them being published in the same network, increases NP DOs 
integration, and unifies access to nanopublications (Kuhn et 
al., 2016). At the same time, the NServer suffers from a lack 
of services for searching, querying, analysing and using data. 
In addition, the network focuses on machine readability, 
principally for identifying the NPs by their PIDs and 
decreases the readability for humans (Giachelle et al., 2021). 

Besides publishing NPs in an NServer environment, data 
modellers can adopt other consolidated approaches like web 
applications, SPARQL endpoints or RDF triple stores. 
Nevertheless, it is necessary to clarify that the selected 
method must follow the FAIR principles. 

The output of this step is the publication of the created 
nanopublication DOs in a reliable and trustworthy way for 
reusers. Furthermore, data modellers can adopt the FAIR 
Data Point to provide metadata about the stored DOs in a 
transparent and controlled access way (Hooft, 2020). 

As previously considered, the end of the FAIRification 
workflow is delimited by the publication of the DOs. After 
that, new objectives, requirements, revision of the semantic 
models or other characteristics contribute to the FAIRification 
process reinteraction. Furthermore, disseminating the 
objectives, decisions, semantic models or any other generated 
output during the FAIRification execution can assist other 
data modellers in their FAIRification process and consolidate 
the convergence of the used approaches during the workflow. 

4 Usage and discussion of the Nano-PROV 
FAIRification workflow 

This section presents an overview of the Nano-PROV 
adoption for generating the nanopublication Genome data 
model (NGen-DM). The created DM provides a semantic 
enhancement of the published (meta)data in the US National 
Centre for Biotechnology Information (NCBI) databases, 
referring to information on biological organisms, genomic 
assemblies and scientific articles domains. 

Genomic researchers face distinct drawbacks related to 
un-reusable (meta)data in these databases. These issues are 

related to the unstructured and unsemantic (meta)data 
published in NCBI. The NGen-DM was first introduced in 
our previous work (Feijoó et al., 2022). 

During the Pre-FAIRification steps 1 and 2, we identified 
that the environment has a diverse range of (meta)data 
characteristics. Further, the literature highlights that  
reusers commonly know that the published data have a high 
percentage of reusability and interoperability shortages 
related to the non-adoption of machine-readable approaches 
(Feijoó et al., 2020). These drawbacks are found in  
several highly used and recognised biological databases, such 
as the GenBank Assembly database. We started the 
development of NGen DM based on the GenBank database 
faced issues. 

Adopting the outputs from the Pre-FAIRification steps, 
the raw (meta)data and related provenance were analysed in 
the Nano-PROV steps 3a and 3b. Our analyses revealed that 
the GenBank records connect with other databases related to 
biological and scientific publication domains. With that in 
mind, three distinct SMs were created following the NCBI 
Taxonomy and NCBI Genome, GenBank Assembly and 
PubMed databases. 

The upper box in Figure 4 represents the actual 
connections between the databases and the generated outputs 
from the semantic (meta)data modelling performed in the 
Nano-PROV step 4a (NGen (meta)data semantic models). 
Similar to what was proposed in the step 4a Nano-PROV 
FAIRification step, general and domain ontologies were 
adopted to express the real semantic meaning. However, we 
perceived that it was impracticable to semantically transform 
them due to user-defined (meta)data. These terms are related 
to the text descriptions, the article authors’ names and  
the organisations’ names. To solve these untracked terms,  
we propose a series of semantic triples for highlighting  
them semantically, like the NCBI_TaxID foaf:name 
Organism_name triple in the Organism Semantic Model. 

The 4b licence assignment step was performed after 
concluding step 4a. The NCBI environment already has a 
description of the data reusable policy,5 so there was no 
need to choose licences for the (meta)data. On the other 
hand, we adopted the CCBY4.06 licence for the NPs. This 
licence follows the NCBI policy and defines the attributions 
that the reusers need to execute. 

With the outputs of the provenance analyses in the  
step 3b, we started semantically modelling the data and 
workflow provenance based on the UN-PROV. Following 
FAIRification step 5, we developed three data provenance 
SMs related to each analysed domain. The NGen UN-PROV 
Data Semantic Model box in Figure 4 highlights the 
provenance of the (meta)data. The models were developed 
effortlessly by adopting the UN-PROV Data template, 
considering each database record-related provenance. Further, 
the related (meta)data licence analysed in step 4b was 
attached. 
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Figure 4  NGen semantic models (see online version for colours) 

 
 

After UN-PROV Data SM generation, we conducted the 
Nano-PROV step 6 for generating the workflow provenance 
semantic models based, represented in the UN-PROV 
Workflow SM box in Figure 4. A unique SM was generated 
due to the similarities in performing the workflow in the three 
domains simultaneously. The SM distinctions are the NP 
PIDs, the related domain subject and the original resources. 

After generating all the semantic models, we performed 
the last DM generation in step 7. The data model was based 
on the chosen ontologies and the subject-predicate-object 
notation. Firstly, we translated the human-oriented terms and 
relationships by their original identifiers. Furthermore, each 
generated SM was related to its triple graph following the NP  

scheme. From the semantic models designation, three NP 
models were developed following their data domain: 
Organism NP, Assembly NP and Article NP. Figure 5 
presents the final NGen DM. 

After generating the NGen-DM, the next steps in the 
Nano-PROV workflow were collecting the real data sets in 
step 8 and transforming them into NP following the created 
Data Model in step 9. We generated a Python script7 to 
perform these two Post-FAIRification steps. The script 
scraped the four databases and extracted the necessary data 
and metadata. The script generates JSON files with the 
extracted (meta)data and converts the outputs to NPs 
following the generated DM. 
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Figure 5 Final NGen data model (see online version for colours) 

 
 

As a test of the execution of the script, 6688 
Nanopublication DOs were created based on the Organism-
NP, Assembly-NP and Article-NP data models. In this test, 
1399 organisms, 4199 genomic assemblies and 1090 articles 
records were semantically converted to NP following the 
NGen-DM. Step 10 was the last step of the FAIRification 
workflow regarding the publication of the generated FAIR 
DOs in a FAIR repository. 

The NPs were published in two different repositories. 
These repositories were locally installed on a Linux Ubuntu 
machine. We carried out tests to prove if there were errors 
during the (meta)data transformation and the identification of 
semantical increase compared with the original data. The 
chosen repositories were the NServer and GraphDB. To run 
the tests, only GraphDB was used due to its search features 
based on the SPARQL language. The publication of the 

generated data set in the Nserver was carried out to test the 
functioning of the NP repository. Finally, no errors were 
found in the generated NP. Figure 6 presents a query result 
that can be made using the generated NPs. In that case, all 
GenBank FTP links referring to distinct Fusarium organisms 
stored in the NCBI databases can be retrieved simultaneously. 
In the original scenario, the GenBank FTP links are 
constantly used by researchers, although the common access 
presented in the GenBank assembly database can only be 
conducted manually. By using the NPs, the data retrieval can 
be easily done by ruing a single SPARQL query. Further, 
compared with the (meta)data stored in the GenBank 
databases, an increase in identifying distinct records from the 
traceable semantic terms was noticeable when using the 
GraphDB records. The generated NP data set can be retrieved 
in the presented repository. 

Figure 6 Fusarium organisms and their associated GenBank FTP links (see online version for colours) 
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5 Conclusions 

Nano-PROV FAIRification workflow increases the control 
and semantic enrichment of raw data sets. Three points can be 
highlighted about the workflow. Firstly, the workflow 
provides a more straightforward and reliable environment for 
generating data models that follow FAIR principles. 
Secondly, the generation of DO following the NP notation 
enhances the management of published data and metadata. 
Thirdly, the definition of the UN-PROV guidelines provides 
greater control and accuracy regarding the changes that occur 
with the stored data and the data transformation process 
aimed at the FAIR environment. 

When comparing the Nano-PROV FAIRification with the 
related works, we identified some similarities with the leading 
GO FAIR (2019) and Jacobsen et al. (2020) FAIRification 
processes. However, it is understandable that most related 
works focus on applying essential concepts and techniques to 
the specific domain. 

Besides that, the Nano-PROV FAIRification workflow 
provides general concepts and techniques for improving data 
and metadata while providing an understandable environment 
for humans and machines. 

Additionally, the workflow spotlights the data 
provenance, which is essential for NP generation. From the 
UN-PROV proposal, the data and workflow provenance can 
be better managed and defined with ontologies and methods 
to be understood by agents. 

By generating the NGen-DM based on our FAIRification 
approach, we perceived a (meta)data semantical increase and 
better provenance control in the unsemantic records published 
in research databases. However, some limitations during the 
application of the FAIRification were identified: 

 It is still necessary to improve the used techniques, such 
as NServer, which in its current version can only be used 
by researchers with NServers expertise; 

 NP management tools are scarce, causing a more 
significant effort to recover NPs by reusers; 

 Depending on the purpose and size of the analysed 
literals, it becomes difficult to identify equivalent 
semantic terms so that machines can understand them. 

In future works, we intend to improve the FAIRification 
process with the evolution of the used tools, provide a 
possible DM focused on the storage of common concepts 
among NP and better investigate the applicability of the 
FAIRification process in the other domains like digital 
agriculture (Da Cruz et al., 2009, 2018). 
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