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Abstract: Aiming at the problems of large feature extraction error and poor 
prediction accuracy in tourism destination selection behaviour prediction 
method, a tourism destination selection behaviour prediction method based on 
nearest neighbour decision tree is proposed. With the help of bilinear function, 
the abstract tourism destination selection behaviour feature data is linearised, 
the freedom of linear feature data is limited, and the tourism feature is extracted 
through the scoring matrix. Set the characteristic data matrix, fix the 
characteristic data in a specific area, and determine the data weight through the 
cosine similarity algorithm. According to the nearest neighbour algorithm, the 
maximum attribute value of the selection behaviour data is determined, the 
tourism destination selection behaviour prediction decision tree is constructed, 
and the selection error is corrected with the help of the correction function to 
complete the behaviour prediction. The results show that the accuracy of the 
proposed method is 97%. 
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1 Introduction 

With the rapid development of social economy, people’s living standards have been 
continuously improved. Going out to play has become an important way for people’s 
entertainment (Deng et al., 2021). Tourism has become a new way of leisure and 
vacation, which plays an important and positive role in relieving the pressure of urban 
workers and regulating their emotions. Tourism has also become an industry with high 
growth rate. The tourism industry continues to improve with the new forms of society. 
Among them, the choice of tourists’ destination has become an important direction of 
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regional development (Cao et al., 2020). Tourism choice behaviour prediction refers to 
the behaviour of predicting the final decision-making behaviour according to the data of 
potential tourists, the satisfaction of tourism destinations or desired tourism destinations, 
and the preference of tourists. Tourists’ choice of tourism destination is based on certain 
preferences, their own ideas and external publicity. In order to improve the 
recommendation of precision tourism, prediction and Research on tourists’ choice of 
tourism destination has become a hot issue in this field (Claudia-Elena et al., 2020). 

The paper proposes a method of forecasting the behaviour of route selection based on 
the passenger trust network, and predicts the choice of destination by the determination of 
route. Firstly, the characteristics of the flight tourists are analysed and the potential 
behaviours of the passengers are predicted effectively. By analysing the large-scale data 
in PNR data set, the trust network algorithm is introduced, and then the potential 
destination selection data is processed by system filtering method, and the similar data is 
deleted, and the remaining data is composed of the set of prediction, and the prediction of 
travel route selection behaviour is completed. The method can effectively improve the 
choice of tourist destination by forecasting the travel route. However, the data studied by 
this method is only for the current passengers who take flight, and consider less about 
other travel modes, which has some limitations (Feng et al., 2020). A method of travel 
selection behaviour prediction based on logit model with random coefficients is proposed 
in literature (Liu and Hao, 2019). This method firstly analyses the psychological state and 
economic situation of tourists, sets up three potential psychological factors, then uses 
logit model to deal with the fitting degree of the predicted data. Finally, the prediction of 
destination selection behaviour is completed by the influence of the random variables of 
tourists. This method fully considers the conditions of travellers, and provides an 
effective way to choose their travel capacity and destination. However, there are some 
deviation in the analysis process, which may lead to the problem of poor accuracy of 
prediction, and further consideration is still needed. 

For to solve the shortcomings of the above methods, this paper proposes a tourism 
destination selection behaviour prediction method based on nearest neighbour decision 
tree. It provides a new method. The technical route of this paper is as follows: 

1 With the help of bilinear function, the abstract tourism destination selection 
behaviour feature data is linearised, with the freedom of linear feature data is limited. 
The tourism destination selection behaviour feature is extracted through scoring 
matrix; 

2 Set up the tourist behaviour characteristic data matrix, fix the behaviour 
characteristic data in a specific area and divide it into different levels, determine the 
weight of tourism destination selection behaviour characteristic data through cosine 
similarity algorithm, remove the characteristic data with high similarity, and 
complete the pre-processing of tourism destination selection behaviour characteristic 
data; 

3 This paper analyses the basic operation principle of nearest neighbour decision tree, 
determines the maximum attribute value of selection behaviour data according to 
nearest neighbour algorithm, constructs the decision tree, and corrects the prediction 
error with the help of correction function to complete. 
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2 Feature data extraction and pre-processing of tourism destination 
selection behaviour 

2.1 Feature data extraction of tourism destination selection behaviour 

In order to realise the accurate prediction of tourism destination selection behaviour, it is 
necessary to obtain the characteristics of tourism destination selection behaviour, which 
can be used as the basis of tourists’ behaviour decision-making, and can improve the 
prediction effect of tourism destination selection behaviour (Ren et al., 2021). There are 
many factors that affect tourists’ choice in the extraction selection behaviour feature data. 
Among them, it includes the influence of key factors such as tourism cognition, tourism 
characteristics and destination characteristics. Tourism cognition mainly focuses on the 
impact of tourists’ destination resources, facilities and services on their decision-making, 
including some individual active factors, which is a part of their cognition. Destination 
characteristic data reflects the characteristics and organisation form of tourism objectives 
(Trull et al., 2019). The environment, scenery and folk customs of the region have 
become the focus of its research. What ultimately affects tourists’ decision-making 
depends on their own characteristics. The occurrence of tourists’ destination selection 
behaviour is shown in Figure 1: 

Figure 1 Occurrence process of tourists’ destination selection behaviour 

 

Through the analysis of the occurrence process of tourists’ destination selection 
behaviour, it can be seen that the occurrence of tourism destination selection behaviour 
has certain characteristics (Priatmoko et al., 2021). Tourists’ own characteristic data is an 
important characteristic data for the occurrence of tourists’ choice behaviour. However, it 
is difficult to extract these abstract data in the feature extraction of tourism destination 
selection behaviour. Therefore, this paper standardises the abstract tourism destination 
selection behaviour feature data with the help of bilinear function. Set the bilinear 
function to: 

( , ) tL a b a Vb=  (1) 

In formula, L(a, b) represents a bilinear function , t represents the selected behaviour 
characteristic data differential coefficient, a, b represents a generalisation factor for 
selecting behavioural feature data of tourist destinations (Setiawan et al., 2020). The 
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bilinear function is nonlinear so that the acquired data is linear data to simplify the 
extraction of destination selection behaviour feature extraction, namely: 

tG H U CT=   (2) 

In formula, H represents constraints for linear data, UtCT represents an orthogonal 
matrix. 

When the transformed linear feature data has a certain degree of free change, in order 
to make the feature data show a stable trend, it is necessary to limit the degree of freedom 
of the data to obtain: 

1

m t
m i

Z Hμ D
=

=   (3) 

In formula, Dt represents a diagonal matrix, μ represents the degrees of freedom factor. 
According to the linear data of tourism destination selection behaviour characteristics 

obtained above, the key features in the destination tourism selection behaviour 
characteristics data are extracted, and selection behaviour data set was set as: 

( , , )dataS e r y=  (4) 

Among them, e = {use1, use2, …usem} select the basic behaviour data of m basic tourist 
destinations, r = {r1, r2, …rn} represents the set of items of the n sets. Set the tourist 
destination selection behaviour characteristic score matrix to y. At this point, the 
determined tourist destination selection behaviour characteristic is: 

( )
1
2t Ty e w D Qw w= × × =  (5) 

In formula, w represents the orthogonal matrix of the scoring matrix, Q represents an 
eigensingular value. 

In the feature extraction, this abstract tourism destination selection behaviour feature 
data is linearised with the help of bilinear function, the freedom of linear feature data is 
limited, and the feature extraction selection behaviour was completed by scoring matrix. 

2.2 Data pre-processing of behaviour characteristics 

There were some uncertain factors in this above obtained data, which interfere with the 
prediction of its selection behaviour. Therefore, it is necessary to pre-process the 
behaviour characteristic data of tourism destination selection (Gomez-Oliva et al., 2019). 
Set the tourist behaviour characteristic data matrix as: 
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 (6) 

In formula, P represents the adjacent matrix, pmn represents the access value of the tourist 
destination feature interest. 

In the pre-processing of the tourist destination selection behaviour data, the 
characteristic data in its matrix is set at different levels, as shown in Figure 2: 
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Figure 2 Division of different access levels of selected behaviour characteristic data 

  

According to the selected behaviour feature access level determined above, the feature 
data with high similarity is effectively removed. The calculation formula of feature data 
with high similarity is as follows: 

1 1

1

( , )
an n ij nj

na ba ij nj
a

T Tαsame a b k
T Tα= =

=

×
= ×

× 


 (7) 

In formula, same (a, b) represents the similarity of the selected behavioural data, n 
represents the number of hierarchies of the characteristic data matrix. The lower the level 
of the selected behaviour feature data is, Tij represents the greater the similar weight of 
the characteristic data in the matrix, Tnj represents similar weights for layer I. αa 
represents the length of a continuous subsequence of similar data, k represents the time 
vector from which the feature is extracted (Kantsperger et al., 2019). 

According to the similarity of the above selection behaviour feature data, the features 
with high similarity are deleted to obtain the final feature selection behaviour data as 
follows: 

2

2 ln ( )
( )

m

M A x
S A x

e T
= +

⋅
 (8) 

In formula, A(x) represents similar weights for the selected behavioural characteristic 
data, Tm represents the proportional factor for selecting the behavioural characteristic 
data. 

In the pre-processing of behaviour feature data of tourism destination selection, set up 
the behaviour feature data matrix of tourists, fix the behaviour feature data in a specific 
area, and divide it into different levels. The weight of the behaviour feature data of 
tourism destination selection is determined by cosine similarity algorithm, and the feature 
data with high similarity degree is removed. The data pre-processing of behaviour 
characteristics of tourism destination selection is completed, which provides effective 
data for the subsequent prediction. 
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2.3 Prediction of tourism destination selection behaviour based on nearest 
neighbour decision tree 

The nearest neighbour decision tree is a method to construct KD tree by k-nearest 
neighbour algorithm. It classifies the research data in different scale space, queries the 
data around the research sample data through the constructed KD tree, and then forecasts 
the surrounding data. The method can be used in many fields. In this paper, the algorithm 
was used to predict this behaviour. Decision tree is a multi-branch tree structure. The 
branch on each branch is determined by the attribute of the branch (Sugimoto et al., 
2019). The data of the left node of the decision tree structure represents the set of 
tourists’ behaviour selection data, and the right represents the attribute value of the 
current tourism behaviour selection data. When using the decision data to predict, the 
training sample data should be divided according to the attributes, and then divided 
according to certain levels until the leaf node disappeared. Leaves in decision tree 
represent a kind of label of tourism destination selection behaviour data. When 
forecasting, it needs to forecast from root node down, and finally, the final prediction 
research is completed according to the determined data attribute. 

According to the above analysis, in the prediction of tourism destination selection 
behaviour in this paper, the behaviour data divided hierarchically on the decision tree and 
the surrounding data, that is, the properties of its nearest neighbour data, are classified, 
and it is determined that the predicted selection behaviour data follows a certain attribute 
division to obtain the maximum attribute value after classification (Hua and Wondirad, 
2020). Suppose the selection behaviour data collection on the decision tree root node is 
N, behaviour data with M properties is present in this data collection. The attribute γi for 
each of the selection behaviour data has the maximum attribute value of ni of the 
selection behaviour, that is: 

1
max

mi
ii

γS O g
n =

=   (9) 

In formula, i

i

γ
n

 selects the subset values of the behavioural data partition, select the 

subset values of the behavioural data partition, g represents multiple selection behaviour 
elements that exist, O represents the classified near-neighbour node selection behaviour 
data. 

According to the maximum attribute value of the tourism destination selection 
behaviour data obtained above, due to the certain error of the determined large attribute 
value, it is necessary to correct it to provide more effective data for subsequent 
prediction. It is corrected according to the nearest neighbour algorithm to obtain: 

1

( )( ) ( , )
u

uu

δ tt r a b
=

=
ϑ  (10) 

In formula, τ(t) represents the corrected selected behaviour data attribute values, δ(t) 
represents the weight threshold for the selected behaviour data, ϑu represents the data set 
factor. 

According to the maximum attribute value of the corrected behaviour data of tourist 
destination selection, a decision tree of tourist destination selection behaviour prediction 
is constructed (Lekovi et al., 2020). The data set of the tourist destination selection 
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behaviour is assumed as a decision tree and its predicted data blade of ϕ i, decision tree 
branches The number of tree branches is ωj, At this time, before performing the tourist 
destination selection behaviour, the decision tree needs to be built to a certain extent, and 
the decision tree for obtaining the trimmed tourist destination selection behaviour data 
prediction is as follows: 

1

i
i

ω
m

φ

 +  ℵ =  (11) 

Figure 3 Prediction process of tourism destination selection behaviour based on nearest 
neighbour decision tree 
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According to the decision tree of tourism destination selection behaviour data prediction 
constructed, the error in the prediction process needs to be corrected by using the 
correction function, and the final correction result is the result of tourism destination 
selection behaviour prediction: 

1

1 ( )

i

i

i

mF I
σ

m

ℵ +
° =

ℵ +




 (12) 

In formula, iF°  represents the results of tourist selection of tourist destinations, σ selects 
behavioural interference items on behalf of the tourist destination, I represents the 
correction function in the prediction (Huang et al., 2019).The prediction process of 
tourism destination selection behaviour based on nearest neighbour decision tree is 
shown in Figure 3: 

The basic operation principle of nearest neighbour decision tree is analysed, the 
maximum attribute value of selection behaviour data is determined according to the 
nearest neighbour algorithm, the decision tree of tourism destination selection behaviour 
prediction is constructed, and the prediction error is corrected with the help of correction 
function to complete the prediction of tourism destination selection behaviour. 

3 Experimental analysis 

3.1 Experimental scheme design 

In order to verify that the prediction method proposed in this paper can effectively predict 
the behaviour of tourism destination selection, an experimental analysis is carried out. In 
the experiment, 20 people from three different age groups were selected for the study. 
Among them, 10 men were 18–35 years old, 10 were women, 10 were men in  
36–45 years old and 10 females. The results showed that the number of male and female 
in the 46–60 years old period was 10, and the behaviour of destination selection was 
predicted. Among them, 90% of the subjects in the 18–35 years old stage have achieved 
economic independence, but their income is less; the subjects in 36–45 years old stage 
were the group with higher income in three stages, and the income of the subjects in  
46–60 years old stage was relatively stable. A total of 30 specific destinations are set up 
to serve as the predicted destination data for the selected behaviour of the subjects. 
Among them, 15 scenic spots are relatively perfect tourism development areas, and the 
rest are the tourist attractions to be developed with low visibility. The results were 
collected by setting up questionnaires, and the recovery rate of the questionnaire was up 
to 95%, which was used as the data for the analysis of the experimental results. 

3.2 Experimental index design 

On the basis of the above experimental scheme design, the experiment is carried out by 
comparing the methods in this paper, the travel route selection behaviour prediction 
method based on passenger trust network and the travel selection behaviour prediction 
method based on random coefficient logit model. The set indicators are the feature 
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extraction error of tourism destination selection behaviour and the prediction accuracy of 
tourism destination selection behaviour. Among them, the tourism destination selection 
behaviour feature extraction error refers to the effectiveness of the subject’s selection 
behaviour feature extraction. The lower the error, the better the representative 
performance and the better the later prediction effect. The prediction accuracy of tourism 
destination choice behaviour refers to the final decision accuracy of choice. The closer it 
is to 100%, the better the prediction performance. In order to ensure the accuracy of the 
experiment, the data related to the predicted behaviour of the questionnaire will be 
effectively processed by SPSS software to improve the accuracy of the data. 

3.3 Analysis of experimental results 

3.3.1 Error analysis of behaviour feature extraction of tourism destination 
selection by different methods 

The experiment analyses the error of the prediction method in this paper, the prediction 
method of tourism route selection behaviour based on passenger trust network and the 
prediction method of travel selection behaviour based on random coefficient logit model 
in extracting the characteristics of tourism destination selection behaviour of sample 
tourism data. The results are shown in Table 1: 
Table 1 Extraction error of behavioural features of tourism destination selection by different 

methods (%) 

Extraction/times Paper method 

Prediction method of travel 
route selection behaviour 
based on passenger trust 

network 

Travel choice behaviour 
prediction method based 

on random coefficient 
logit model 

10 1.2 2.5 3.2 
20 1.3 2.8 3.4 
30 1.2 2.7 3.4 
40 1.4 2.6 3.6 
50 1.2 2.8 3.8 
60 1.3 3.0 4.0 
70 1.4 3.1 4.1 
80 1.3 3.2 4.1 
90 1.2 3.1 4.2 
100 1.1 3.0 4.3 

By analysing the experimental results in Table 1, it can be seen that there are some 
differences in the extraction error of tourism destination selection behaviour features 
using the sample tourism data. Among them, the minimum extraction error of the tourism 
destination selection behaviour feature of the sample tourism data by this method is about 
1.1%, and the extraction error changes little. The minimum extraction error of the tourism 
route selection behaviour feature of the sample tourism data by the tourism route 
selection behaviour prediction method based on the passenger trust network is about 
2.5%, and there are some fluctuations in the extraction process; The travel choice 
behaviour prediction method based on random coefficient logit model has the lowest 
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extraction error of tourism destination choice behaviour features of sample tourism data, 
which is about 3.2%, and its fluctuation is greater than the other two methods in the 
experiment. 

3.3.2 Analysis on prediction accuracy of tourism destination selection 
behaviour by different methods 

Based on the above feature extraction of tourism destination selection behaviour, the 
experiment further analyses the prediction method in this paper, the tourism route 
selection behaviour prediction method based on passenger trust network and the travel 
selection behaviour prediction method based on random coefficient logit model. The 
prediction accuracy of sample tourism destination selection behaviour is analysed. The 
results are shown in Figure 4. 

Figure 4 Comparison of prediction accuracy of different methods for tourism destination 
selection behaviour 

 

The experimental results in Figure 4 show that with the change of prediction times, the 
accuracy of the three methods for the prediction of sample tourism destination selection 
behaviour is always rising. When the iteration times are 40, the prediction accuracy of the 
method is about 92%, the prediction accuracy of the travel route selection behaviour 
based on the passenger trust network is about 81%, and the prediction accuracy of the 
travel choice behaviour based on the random coefficient logit model is about 58%; when 
the iteration number is 80, the prediction accuracy of the method is about 96%, the 
prediction accuracy of the sample tourism destination selection behaviour based on the 
passenger trust network is about 85%, and the prediction accuracy of the travel choice 
behaviour based on the random coefficient logit model is about 62%; when the iteration 
times are 100, the prediction accuracy of the method is about 97%, the prediction 
accuracy of the travel route selection behaviour based on the passenger trust network is 
about 86%, and the prediction accuracy of the travel choice behaviour based on the 
random coefficient logit model is about 62%; compared with the other two methods, the 
accuracy of this method is much higher than that of the other two methods. 
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4 Conclusions 

In order to promote the rapid development of tourism market economy, a prediction 
method of tourism destination selection behaviour based on nearest neighbour decision 
tree is proposed. Firstly, the method extracts the characteristics of tourism destination 
selection behaviour, with calculates the weight according to the obtained characteristic 
data. On this basis, the maximum attribute of behaviour data is determined with the help 
of nearest neighbour decision tree, the decision tree of selection behaviour prediction is 
constructed, and the prediction error is corrected with the help of correction function to 
complete the prediction of tourism destination selection behaviour. It is found that this 
method has the following advantages: 

1 Using this method to extract the characteristics of tourism destination selection 
behaviour of sample tourism data, the minimum error is about 1.1%, which has 
certain reliability. 

2 Using this method to predict the tourism destination selection behaviour of sample 
tourism data, the highest accuracy is about 97%, which shows the effectiveness of 
this method. 
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