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Abstract: Disease gene identification using computational methods is one of 
the most challenging issues to improve the treatment and diagnosis of 
Parkinson’s disease (PD). Various intelligent computing techniques have been 
introduced to predict disease associated genes but the major difference among 
these approaches is in the data type to be used to create a feature vector. In this 
paper, deep learning methods such as multi-layer perceptron (MLP) and long 
short-term memory (LSTM) are adopted to identify genes that are responsible 
for Parkinson’s disease. The proposed method has been optimised on the bases 
of: 1) amino acid’s physicochemical properties to construct a feature vector;  
2) feature extraction method to reduce the effect of noise and to speed up the 
process; 3) the genes prediction is done by employing deep learning methods. 
Compared with different type of datasets and other classifiers, the proposed 
method improves the prediction performance of neurodegenerative diseases. 
The experimental results indicate that the proposed deep learning approach 
outperforms the existing gene identification methods with higher recall, 
precision and F-score of 88.2, 84.5 and 85.0, respectively. The results of 
proposed system indicate the efficiency and accuracy for Parkinson’s disease 
gene identification and classification. 

Keywords: disease gene; deep learning models; feature extraction; 
physicochemical properties of amino acid; Parkinson’s disease. 
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1 Introduction 

Parkinson’s disease (PD) is a progressive neurodegenerative disease associated with 
central nervous system affected by the loss of a neuro-transmitter called dopamine. The 
existing neurons in the brain are responsible for the production of dopamine. The level of 
dopamine is reduced when the neurons die, which causes the movement problems in 
Parkinson’s (Abdukodirov et al., 2022). When the level of dopamine decreases, 
symptoms such as slowness, tremor, and stiffness occur. People with PD have lower 
dopamine levels than healthy people. Dopamine level in healthy and Parkinson’s affected 
neuron is shown in Figure 1. James Parkinson was the first person who announced PD as 
a ‘shaking palsy’ in 1817 (Draoui et al., 2020). PD is the second most common 
neurological disorder in adults after Alzheimer’s. 

The symptoms of PD include muscle rigidity, tremors, slow movement, and 
abnormalities in speaking and writing (Pereira et al., 2016). PD is more prevalent in the 
elderly, with an average onset age of 60. Studies reveal that genetic and environmental 
factors, oxidative stress, and age play a significant role in the progressive mortality of 
dopaminergic neurons, although the precise causes of PD are unknown. 

There are many experimental approaches that have been introduced in recent years to 
identify disease genes from vast number of candidate genes. These techniques differ in 
the genomic data type used to generate feature vectors, such as protein-protein 
interactions (PPIs) (Yang et al., 2011; Zhang et al., 2011; Madeddu et al., 2020), gene 
expression profiles (Yousef and Charkari, 2015), protein and biological functions. 
Unfortunately, all these techniques are based on the information of proteins achieved 
from protein domains, gene ontology, and, PPI data. Hence, might not be implemented 
accurately as information is incomplete, noisy, and time consuming. Data that can be 
used for all proteins and has significant role in solving issues such as PPIs (Yu et al., 
2010; Yousef and Charkari, 2013), predicting a subcellular locations (Fukasawa et al., 
2014) is the protein sequences. 

Several methods for anticipating disease genes have been presented to date (Köhler  
et al., 2008; Miao et al., 2017; Jowkar and Mansoori, 2016; Danaee et al., 2017). 
However, only a small percentage of them are used to locate the PD gene. Yousef and 
Charkari (2015) effectively applied their proposed method to a subset of 50 PD-related 



   

 

   

   
 

   

   

 

   

   328 P. Arora te al.    
 

    
 
 

   

   
 

   

   

 

   

       
 

proteins (genes). They advocated for a greater emphasis on the physicochemical 
properties of amino acids to improve efficacy. Given the small size of their dataset, their 
estimates are typically conservatively optimistic. Amino acids must possess a variety of 
physicochemical properties for broad spectrum analysis. However, an exhaustive 
investigation of all the genes involved in PD has not yet been conducted. This study 
extracted a feature vector from 12 amino acid physicochemical parameters. Due to the 
incorporation of a broader spectrum of physicochemical parameters, we are therefore able 
to provide more information regarding the interactions. 

Figure 1 Healthy and Parkinson’s affected neuron (see online version for colours) 

 

1.1 Contributions 

This research proposes a method for identifying proteins (genes) that are responsible for 
PD by using protein sequences. In this paper, the multi-layer perceptron (MLP) and long 
short-term memory (LSTM) deep learning models are used to identify PD genes. 

The following are the main contributions of this paper are as follows. 

1 Deep learning methods are proposed for identifying PD genes using protein 
sequences as prior knowledge. 

2 Twelve physicochemical properties of amino acids are used to extract the features 
from protein sequences. 

3 Forward selection and backward elimination (FSBE) feature reduction method is 
used to extract vital and distinguish features. 

4 A comparative study with existing systems is carried out to show the effectiveness of 
our proposed model. 

The structure of the article is as follows. Section 2 briefly summarises research done in 
the gene identification field. Section 3 introduces the architecture and method of our 
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proposed system. The experimental results obtained after implementing our proposed 
model are introduced in Section 4. The conclusion of the article and its future scope are 
summarised in Section 5. 

2 Related work 

Numerous methods have been introduced to identify genes associated with the disease 
based on the variety of data such as biological data, gene sequence, functional annotation, 
evolutionary features, gene expression profile, and PPI data. In this section, an overview 
of these methods for gene identification is presented. 

Adie et al. (2005) applied decision tree based on various genome sequences, such as 
evolutionary conservation, coding sequence length, etc. They proved that topological 
information in the PPI network is useful for disease gene prediction. Xu and Li (2006) 
applied K-nearest neighbour (KNN) to identify disease-associated genes using PPI 
topological features. Smalter et al. (2007) employed support vector machine (SVM) 
classifier on data generated from PPI topological properties, sequence-derived, and 
evolutionary features to predict disease genes whereas Radivojac et al. (2008) presented a 
combined method with three individual SVM classifiers to predict disease genes. Jiang  
et al. (2017) presented an identification method to identify Alzheimer’s disease genes 
(ADG) using a two-stage cascading classifier method. This method shows better 
performance by combining ReliefF, a feature selection method and, developed a  
two-stage classifier method based on majority voting of three methods including, random 
forest (RF), SVM and extreme learning machine (ELM). Mordelet and Vert (2011) 
introduced a method named ProDiGe to prioritise disease associated genes using 
unlabelled and positive samples. The authors had integrated variety of gene related 
information to create feature vector such as PPI data, protein functional information, and 
protein sequences. Finally, SVM classifier is employed -to differentiate positive samples 
from random samples (RS). Yang et al. (2012) introduced a PUDI method to identify 
genes and used data from gene ontology, PPI network, and protein domains biological 
networks. They had separated the unknown genes set into various subsets such as likely 
positive, weakly negative, likely negative, and reliable negative, based on the similarity 
measures. Finally, according to the likelihood of whether they are negative or positive, 
they assume that different weights are presented to the multi-layer weighted SVM. Yang 
et al. (2014) extended their previous work and proposed an EPU method for disease gene 
identification. Along with previous data, they included gene expression and phenotype 
similarity networks data also. Yousef and Charkari (2015) developed a method to identify 
disease genes using both positive and negative data as one class classification. They used 
principal component analysis (PCA) to reduce dimensionality and applied support vector 
data description (SVDD) method to train the model. A comparative analysis of various 
state-of-art methods for gene identification with their merits and demerits is presented in 
Table 1. 

The methods described in Table 1 are based on protein information obtained from 
previous knowledge such as gene ontology, protein domains and PPI network that may 
contain incomplete information or contains some errors, so might not be employed 
properly. Hence, a universal knowledge is vital to handle this issue. Data that is available 
for all proteins is the protein sequences and has significant role in solving problems 
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including, PPIs, protein functional and structural classes, etc. In the present work, same 
has been used. 
Table 1 Comparative analysis of state-of-art methods 

Authors Proposed method Merits Demerits 
Xu and Li 
(2006) 

Introduced a method using 
KNN to predict genes that are 
more likely to be involved in 

disease 

Used topological 
properties in PPI 

network 

Types of  
function-related or 

sequence features have 
been ignored. 

Smalter et al. 
(2007) 

Proposed a classification 
system based on topological 

features of genes. 

Used topological and 
sequence based 

features 

Data source contains 
error and missing 

values 
Mordelet and 
Vert (2011) 

Proposed a method named 
ProDiGe to prioritise disease 

genes 

Randomly selected 
negative samples from 

unknown genes 

Random negative set 
still suffers from noisy 

data 
Yang et al. 
(2014) 

Ensemble based method using 
KNN, naïve Bayes and multi-
level support vector machine 

is proposed to integrate 
biological sources to identify 

disease genes. 

Applied Euclidean 
distance to select 

negative samples from 
unknown genes 

High dimensional 
feature vectors (4,000 

features) 

Yousef and 
Charkari 
(2015) 

A one-class classification 
method using support vector 
data description (SVDD) was 
built to identify disease genes 

Protein sequences 
were used to extract 

features 

Trained the model 
using only positive 

samples 

Peng et al. 
(2019) 

Introduced a PD gene 
identification method using 
Node2vec and auto-encoder 

with SVM classifier 

Node2vec is used to 
extract genes features 

based on network 

Semantic meaning is 
not captured 

Miao et al. 
(2017) 

Developed an Alzheimer’s 
disease (AD) related genes 
identification method based 

on majority voting of support 
vector machine (SVM), 
random forest (RF) and 

extreme learning machine 
(ELM) methods 

Cascading classifiers 
and majority voting 

gives higher sensitivity 
and specificity 

High dimensional 
microarray data 

Table 2 shows the comparative analysis of recent machine learning and deep learning 
methods. Bi et al. (2021) combined data from functional magnetic resonance imaging 
(fMRI) and single nucleotide polymorphisms (SNPs) to create a realistic multimodal 
analysis model. The model was comprised of three steps. To begin, they employed 
correlation analysis to construct the subject’s fusion. Second, they used their neural 
network as a clustering evolutionary random neural network ensemble (CERNNE) to 
analyse the fusion characteristic. Finally, for optimising the ensemble learner, they 
merged random neural networks and applied the clustering algorithm. Helmy et al. (2022) 
created the prediction technique that predominantly finds PD-related genes based on 
protein and lncRNA genes in order to take advantage of the biological significance of 
lncRNAs in addition to proteins. To obtain crucial and distinguishing information, the 
suggested approach depicts all genes as DNA FASTA sequences. Peng et al. (2019) and 
Gautam and Sharma (2020) utilised the Node2vec tool to generate a vector representation 
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of each gene in a PPI network, followed by an autoencoder to minimise the dimension of 
the resulting vector. Ultimately, new genes associated with PD were predicted using a 
SVM classifier. In addition, they utilised N2A-SVM trained on the most recent dataset to 
predict genes for PD. Gautam and Sharma (2020) and Olah (2015) provide a 
comprehensive review of deep learning techniques used in the prognosis of eight distinct 
neuropsychiatric and neurological conditions, including Alzheimer’s, stroke, epilepsy, 
autism, Parkinson’s, migraine, multiple sclerosis, and cerebral palsy. These diseases are 
severe, life-threatening, and, in the majority of cases, can lead to other dangerous human 
diseases. 
Table 2 Comparative analysis of recent methods 

Authors Proposed method Dataset Methods used 
Bi et al. 
(2021) 

Introduced multimodal data fusion 
analysis framework for predicting PD 
genes 

PPMI ANN 

Helmy et al. 
(2022) 

Identified PD-related genes: protein and 
lncRNA using Adaboost as feature 
selection method 

Protein 
genes 

Gradient boosted 
decision tree 

Park et el. 
(2020) 

Predicts Azheimer’s disease using 
multiple heterogeneous omic data 

Gene 
expression 

Deep neural network 

Gautam and 
Sharma 
(2020) 

Highlight the research work on early 
diagnosis of neurological diseases using 
deep learning techniques 

- Deep neural network 
(DNN), deep-belief 

network (DBN), deep 
autoencoder (DA) 
and convolutional-

neural network 
(CNN) 

Peng et al. 
(2019) 

Used N2A-SVM algorithm to discover 
new genes associated with PD 

genes Node2vec auto 
encoder and SVM 

(N2A-SVM) 
Chen et al. 
(2020) 

Identifying potential disease-associated 
genes and explore the relationships 
between diseases and genes, and has an 
important impact on the disease etiology 
research.  

OMIM Convolutional neural 
network 

Stolfi et al. 
(2023) 

The proposed method for detecting 
Parkinson’s disease is based on the 
flexible analytic wavelet transform 
(FAWT). 

EEG 
recordings 

SVM, RF, RBF, k-
nearest neighbour 

classifier 

Ahn et al. 
(2020) 

proposed a DNN based model to classify 
cancer and normal samples. 

Gene 
expression 

Deep neural network 

3 Proposed method 

The proposed system model as shown in Figure 2 for identifying PD genes has been 
defined in this section. The proposed method comprises of three steps: 

1 utilise physicochemical properties of amino acids to translate protein sequences into 
numerical features 
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2 stepwise FSBE method is used to extract best features and remove the worst from 
remaining attributes 

3 train the models. 

Figure 2 Proposed system model for PD identification (see online version for colours) 

 

3.1 Feature extraction 

Extracting features for known and unknown genes is one of the most essential stages in 
identifying disease genes. We used three representation methods, namely normalised 
Moreau-Broto autocorrelation (NA) (Zulfiqar et al., 2021), Geary autocorrelation (GA) 
(Chen et al., 2020), and Moran autocorrelation (MA) (Xia et al., 2020), to extract 
information encoded in protein sequences, which we then used to classify genes. These 
techniques use the unique physicochemical property of each amino acid to illustrate the 
effect of their proximity in a sequence separated by a specific number of amino acids. 
Additionally, it must be possible to identify patterns that transcend the entire sequence. 
Protein sequences contain extremely valuable information, which is why these techniques 
are utilised. In addition, these techniques are used in other works (Yousef and Charkari, 
2015) and offer advantages over alternative methods. These autocorrelation methods can 
be defined below as in equations (1)–(4). 

Moreau-Broto autocorrelation for protein sequence are defined as: 

1
( ) 1, 2, .........,

N l
i i li

AC l PP l nlag
−

+=
= =  (1) 

where l is lag of auto-correlation, Pi and Pi+l are the properties of amino acids, nlag is 
value of lag. 

Normalised Moreau-Broto autocorrelation (NA) can be defined as: 
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GA can be defined as: 
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where l is lag of auto-correlation, Pi and Pi+l are the properties of amino acids, nlag is 
value of lag. 

MA can be defined as: 
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 (4) 

where l is lag of auto-correlation, Pi and Pi+l are the properties of amino acids, nlag is 

value of lag, P′  is considered property along sequence, i.e., 1 .

N
ii

P
P

N
=′ =   

These representation methods used their physicochemical properties of amino acids to 
explain the neighbouring effect between amino acids with other amino acids within a 
sequence. These methods help to gain relevant information, which is unknown in protein 
sequences. In this research, we employed a set of 12 physical properties to learn more 
about amino acid sequences, since all representation approaches are founded on these 
very same qualities. In order to further our understanding of the amino acid sequence, we 
have relied on a total of 12 physicochemical features. Many different physicochemical 
properties are taken into account, including polarity (Grantham, 1974), residue accessible 
surface area in tripeptide (Chothia, 1976), hydrophilicity (Hopp and Woods, 1981), 
polarisability (Charton and Charton, 1982), solvation free energy (Eisenberg and 
McLachlan, 1986), entropy of formation (Chothia, 1992), partition coefficient (Quinlan, 
1996), amino acid composition (AAC) (Grantham, 1974), hydrophobicity (Sweet and 
Eisenberg, 1983), transfer-free energy (Janin, 1979), CC in regression analysis 
(Prabhakaran and Ponnuswamy, 1982), and graph shape index (Fauchere, 1988). These 
properties are utilised to obtain the features. Min-max normalisation method is applied to 
normalise the physicochemical properties as shown in equation (5). 

,min

,max ,min

xy y
xy

y y

P P
P

P P
−

=
−

 (5) 

where Pxy represents yth descriptor value for xth amino acid, Py,min is yth descriptor 
minimum value of amino acids and Py,max is yth descriptor maximum value of amino 
acids. 
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Table 3 Normalised values for 12 physicochemical properties of amino acid 
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The normalised values for physicochemical properties used in this article are given in 
Table 3. 
Algorithm 1 Algorithm to identify PD genes using MLP and LSTM 

Start 
 Input: Protein sequences (genes) 
 Identify: gene is PD or not using feature vector 
 Output: S={0,1} 
 Initialisation 
 foreach protein sequence do 
 • extractGeary() 
 

( )

( )

1 2

1

2

1

1
2( 1)( ) 1

1

N
i i li

N

ii

P P
NGA l

P PN

−
+=

=

−
−=

′−−




 

 • extractMoran() 
 ( )( )

( )

1

1

2

1

1
( 1)( ) 1

1

N

i i li

N

ii

P P P PNMA l
P PN

−

+=

=

′ ′− −−=
′−−




 

 • extractMoreauBroto() 
 1

1
1

( )
N

i i
i

AC l PP
−

+
=

=  

 ( )( )
1

AC lAC l
N

=
−

 

 form: feature 
 factor foreach 
 method do forward 
 Selection 
 backward elimination 
end 
  for numeric data n 
  do LSTM train(n) 
  foreach Params, 
  set do epochs = 80 
  fully connected layers = 2 
  hidden units = 150 
  learning rate = 0.01 
end 
 MLP train(n) 
  foreach Params, set do 
  epochs = 80 
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  fully connected layers = 2 
  hidden units = 100 
  End 
 Calculate Precision, Recall 
 Calculate F-score 
 LSTM test<-Predict{0,1} 
 Accuracy = accuracy, V accuracy 
 MLP test<-Predict{0,1} 
 Accuracy = accuracy, V accuracy 
End 

3.2 Long short‑term memory 

LSTM is a special kind of recurrent neural network (RNN), currently become popular in 
the area of machine learning (Moawad, 2018), introduced by Hochreiter and 
Schmidhuber (1997). LSTM is designed to learn long-term dependencies and memorise 
information for a long time. It is organised in the chain-like structure (Olah, 2015) and 
consists of repeating module as in standard RNN. LSTM is based on three added gates; 
Input gate, forget gate and output gate as shown in Figure 3. LSTM has four layers to 
interact instead of a single neural network layer (Erguder, 2018). 

LSTM method comprises of storage blocks called memory cells. The two states, i.e., 
hidden state and cell state are moving to the next cell. Initially, the cell state allows the 
data to flow forward substationally unchanged. However, certain linear transformations 
can take place. With sigmoid gates, data can be added to or deleted from the cell state. 
LSTM aims to avoid long-term dependence issue to control the memory process with the 
use of gates. 

The initial and main step in building an LSTM system is to find and then remove 
unwanted information from the cell. A sigmoid function helps to identify and excludes 
unwanted data from cell state, which gets the output of previous timestamp (ht–1) at t – 1 
time and current input (xt) at t time with bias bf as shown in equation (6). In addition, the 
sigmoid function decides which part of the previous output could be excluded. The gate 
is also known as forget gate. Output of sigmoid layer determines whether to completely 
retain or completely discard information (0 or 1). 

[ ]( )1. ,t f ft tf σ W bh x−= +  (6) 

where σ denotes sigmoid function, Wf and bf are weight matrices and bias respectively. 
The next step is to determine and store information in cell state from the new input xt 

state. This can be done with sigmoid and tanh function. Sigmoid layer decides whether to 
update or ignore new information (0 or 1) and tanh layer assigns weight to passed value 
to determine its importance level (–1 or 1). Then multiply these values to update new cell 
state and add this new memory (Nt) to old memory (ct–1) resulting in ct. 

[ ]( )1. ,t i it ti σ W bh x−= +  (7) 

[ ]( )1tanh . ,t n nt tN W bh x−= +  (8) 



   

 

   

   
 

   

   

 

   

    Diagnosis of Parkinson’s disease genes using LSTM 337    
 

    
 
 

   

   
 

   

   

 

   

       
 

1t t t t tc f c i N−= ∗ + ∗  (9) 

where ct and ct–1 are cell states at t and t – 1 time, respectively. 
The last step determines which cell state information is used as output. This step 

separates the final memory from the hidden state. As shown in equation (10) sigmoid 
layer determines which part of cell state makes it an output Ot with last hidden state ht–1 . 
Then, output of sigmoid function is multiplied with new values formed by tanh function 
from estimated cell state as shown in equation (11). 

[ ]( )1. ,t t tO σ Wo boh x−= +  (10) 

( )tanht t th o c= ∗  (11) 

3.3 Multi-layer perceptron 

The MLP is a form of multi-layered, deep feedforward network. The accuracy of 
nonlinear task prediction improves as the number of layers increases (Singh and Kumar, 
2020). Figure 4 depicts the essential structure of an MLP network, which consists of two 
hidden layers. 

In a MLP, the outputs of one layer serve as the inputs to the next layer; therefore, the 
neurons should be arranged in a linear fashion. In MLP, data can be converted at three 
distinct layers: input, hidden, and output. Through the structure of the neural network, 
each neuron in the collection is connected to all of the neurons in the stratum above it. 
Weights within [1, 1] must be utilised to categorise interlayer connections. Summation 
and activation can be conducted at each node in an MLP (Ramchoun et al., 2016). 
According to equation (12), the weight (w) and bias (b) are related to the MLP network 
parameters via a summation function. The weights of the input layer were then multiplied 
by each neuron. 

1

n
k ik i ki

S w I B
=

= +  (12) 

where Ii represents the input variable, n represents the number of input, Bk represents the 
bias and wik represents the connection weight 

The output of equation (11) should be used to activate an activation function. In MLP, 
the most frequently used activation functions are hyperbolic tangent (tanh), sigmoid, 
rectifier linear unit (ReLU), sigmoid, and leaky ReLU. In this paper, we applied the 
ReLU activation function to the hidden layer and the sigmoid activation function to the 
output layer, as shown in equations (13) and (14). 

( )( ) max 0,k kf x S=  (13) 

1( )
1 k

k S
f x

e−
=

+
 (14) 

Therefore, the final neuron output can be calculated using equation (15). 

( )1

n
i k ik i ki

y f w I B
=

= +  (15) 
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Figure 3 LSTM neural network structure (see online version for colours) 

 

Figure 4 Architecture of MLP (see online version for colours) 

 

3.4 Experimental setup 

The proposed PD gene identification method has been constructed using two separate 
methods, one is MLP and other one is LSTM. The Keras (Chollet, 2015) library has been 
used for implementing deep learning methods due to its user-friendly nature. The 
different optimisation criteria used in training and testing the proposed model are listed in 
Table 4. 
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Three hidden layers are used in the MLP technique’s construction, while just one is 
used in the LSTM approach. For both models, initial weights are balanced over all 
available layers. The output layer uses the sigmoid activation function to predict 
probability of having a disease gene or not. Adam optimisation method to update network 
weights is applied to both the models. Both models use the multi-class logarithmic 
function of cross entropy as the loss function. The number of training examples applied 
to the input layer before the weight update is 320 (batch size). The early stopping method 
(Zhang et al., 2016) is used to determine the number of training epochs. Initially 100 
epochs are taken to analyse the performance of model. It has observed that after 80 
epochs, the model performance stopped showing any significant improvement because 
the loss and accuracy value remains almost same till 80 epochs. So, our models are 
trained for 80 epochs. The next section will discuss the results of the proposed model 
using configured parameters. 
Table 4 Parameters used for MLP and LSTM 

Tuning parameters MLP LSTM 
Model initialisation  
Hidden layers 3 1 
Hidden units 100, 70 and 50 gated memory units 128 
Activation function ReLU, tanh, Sigmoid ReLU, tanh, Sigmoid 
Layer type Dense 
Dropout 0.1 
Model compilation  
Loss function Categorical cross-entropy 
Optimiser Adam 
Model training  
Batch Size 320 
Epoch 80 

4 Results and discussion 

The performance of MLP and LSTM methods has been studied on the imbalanced dataset 
in this section. Firstly, the optimal number of features extracted through feature selection 
and backward elimination method has been reviewed and optimised. Then, the influence 
of sequence representation methods has been evaluated on the performance of both MLP 
and LSTM methods. Finally, a comparison between our proposed method and other 
disease gene identification methods has been done to obtain relatively negative data to 
confirm the effectiveness of method. 

4.1 Experimental data 

The dataset used in this research study consists of human PD and non-Parkinson’s 
disease (nPD) protein sequences (genes) are extracted from the NCBI (http://www.ncbi. 
nlm.nih.gov/geo), Ensembl, and UNIPROT databases (Universal Protein Resource, 
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http://www.uniprot.org). All the sequences are saved as fasta file. The obtained dataset 
was then cleaned from duplicate and partial protein sequences. There are a total of 2,815 
sequences, of which 1,220 are positive data (PD) and 1595 are negative data (nPD). The 
sequences obtained was then cleaned by eliminating duplicate and partial protein 
sequences in python. The training and validation samples are randomly selected from the 
available data. This helps in reducing biases and ensures a representative distribution of 
data across different classes. To ensure data consistency and quality, a rigorous data  
pre-processing procedure was followed, including removing duplicate entries, handling 
missing values, and normalising numerical features. The 70% of the data are randomly 
selected as training and remaining 30% is used as validation samples. Using GA, MA, 
and NA sequence representation algorithms, each sequence is converted into three feature 
vectors. This task was completed using the R protr package. 

4.2 Performance of the proposed method 

We trained and tested the model with LSTM and MLP based on NA, GA, and MA 
representation approaches independently to evaluate their respective robustness. There 
are two perspectives on the outcomes of these procedures. First, we trained the model by 
using all the 360 features and evaluate the results. Then evaluate the results after using 
feature reduction methods. 

Since there are more unidentified genes than disease genes, we must evaluate the 
efficacy of this strategy using an incomplete dataset. MLP performs exceptionally well 
even with a small quantity of data, whereas the LSTM model performs better with a large 
amount of data. We utilised early stopping to prevent overfitting. As long as the accuracy 
of the training set continues to improve, the network will not learn and the accuracy of 
the validation set will remain stable. 

Figure 5 Epoch vs. loss for MLP and LSTM methods (see online version for colours) 
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Figure 5 shows the epoch versus loss graph for both MLP and LSTM methods. As it is 
shown that loss stops decreasing after 80 epochs. So, stopping criteria will be activated at 
80th epoch. Figure 6 shows the epoch versus accuracy graph for both MLP and LSTM 
methods. It can be concluded that MLP performs better than LSTM. 

Figure 6 Epoch vs. accuracy for MLP and LSTM methods (see online version for colours) 

 

4.3 Discussion 

We have compared the F-score of proposed MLP and LSTM methods on imbalanced 
dataset. The results obtained from different representation methods for both MLP and 
LSTM is shown in Table 5. The outcomes of these methods are displayed in two ways. 
At first, we evaluate the results after using all the features. Secondly, we use feature 
reduction methods to evaluate the results. 

We used an imbalanced dataset to study the performance of this method, as the 
number of unknown genes is more than that of disease genes. Figure 7 to Figure 10 
shows the performances without and with feature selection for both MLP and LSTM 
methods. It can be observed from the plots that method with reduced features show better 
performance than methods without feature reduction. For example, the F-score of GA for 
MLP is improved from 83.4% to 85%, while for LSTM F-score is improved from 
81.45% to 83.96%. Also, it has been observed that performance of GA is superior to 
other representation methods. We can say that MLP performs extremely well even with a 
small amount of data, and when the amount of data is large, LSTM model performs 
better. The proposed MLP method for GA representation with reduced features 
significantly outperforms LSTM method and produces stable and scalable performance. 

Based on the results obtained, we conclude that MLP method has higher accuracy in 
the diagnosis and prediction of neurological diseases, and is superior to other classifiers. 
Due to the complexity of genetic and microarray data, it is difficult to make an accurate 
diagnosis, so computer-aided advanced machine learning technology is used to improve 
the prediction accuracy and treatment level of neurological diseases. 

In this paper, we used feature selection and backward elimination method in data  
pre-processing and then applied deep learning methods on reduced features for gene 
identification. 
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Table 5 Performances of sequence representation methods  

Methods No. of features Precision Recall F-score 
Without feature selection for LSTM 

GA 360 79.5 83.5 81.45 
MA 360 71.7 79.8 75.53 
NA 360 72.8 81.4 76.86 

With extracted features for LSTM 
GA 65 82.3 85.7 83.96 
MA 60 74 81.4 77.52 
NA 71 77.2 82.0 79.52 

Without feature selection for MLP 
GA 360 81.7 85.2 83.41 
MA 360 73.1 81.5 77.07 
NA 360 74.9 82.9 78.69 

With extracted features for MLP 
GA 65 84.5 88.2 85.0 
MA 60 76.9 83 79.83 
NA 71 79.6 84.5 81.97 

Figure 7 Performance (percentage) of representation methods for LSTM (see online version  
for colours) 
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According to the results obtained from previous research on different datasets, the 
performance of deep learning methods is more advanced and better than other traditional 
machine learning classifiers. This motivation prompted us to propose deep learning 
model, which produces unbiased and stable classification model. Additionally, deep 
learning can effectively discover patterns in high-dimensional data. The results obtained 
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shows that MLP method has greater performance where feature selection is done with 
FSFE method. 

Figure 8 Performance (percentage) of representation methods using feature selection for LSTM 
(see online version for colours) 
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Figure 9 Performance (percentage) of representation methods for MLP (see online version  
for colours) 
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4.4 Comparison with existing works 

It has been observed from Table 6 that proposed MLP with feature reduction method 
outperforms other state-of-art methods. The proposed method is compared with six  
state-of-art methods, including, SFM method (Yousef and Charkari, 2015), EPU (Yang  
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et al., 2012), PUDI (Mordelet and Vert, 2011), ProDiGe (Miao et al., 2017), Smalter’s 
(Xu and Li, 2006), and Xu’s (Adie et al., 2005). The protein sequences for both PD and 
non-PD genes have been collected from NCBI, Ensembl and Uniprot databases. It has 
been observed that in terms of F-score proposed MLP method on average, is 5.4%, 6.4%, 
10.1%, 16.9%, 22.8% and 23.4% higher than EPU, SFM, PUDI, ProDiGe, Smalter’s 
method, Xu’s method respectively for imbalanced datasets. The basic difference between 
the mentioned methods and our proposed method is the prior knowledge used to extract 
feature vector. In this paper, the sequence of proteins was realised as the most common 
knowledge while in previous work; prior knowledge was affected by noise. The second 
issue is about classification algorithm used to identify disease genes. Since our preferred 
sample is unbalanced, we used a precision-recall (PR) curve to handle highly skewed 
data. In order to establish the relationship between precision and recall and measure the 
performance of the classifier, the area under the PR curve is preferred. PR relationship is 
shown in Figure 11 for proposed and existing methods. 

Figure 10 Performance (percentage) of representation methods using feature selection for MLP 
(see online version for colours) 
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Table 6 Comparative evaluation between proposed and existing methods 

Method Recall (%) Precision (%) F-score (%) 
SFM (Yousef and Charkari, 2015) 81.4 77.9 79.6 
EPU (Yang et al., 2012) 80.4 78.2 78.6 
PUDI (Mordelet and Vert, 2011) 80.1 70.3 74.9 
ProDiGe (Miao et al., 2017) 74.0 63.1 68.1 
Smalter’s method (Xu and Li, 2006) 58.7 66.2 62.2 
Xu’s method (Adie et al., 2005) 56.8 67.4 61.6 
Proposed MLP method 88.2 84.5 85.0 
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Figure 11 PR curve for all methods (see online version for colours) 

 

4.5 Predicting novel disease genes 

Given a particular disease class, the set of confirmed disease genes are obtained from 
UNIPROT. Using all these disease genes as positive training set, we perform experiments 
by applying our proposed method to predict novel disease genes from all the unlabelled 
gene set. We first rank all the genes based on the probability predicted by the trained 
model. Based on literature review, we find that some of these genes have been reported to 
be associated with PD. 

We first applied our method to discover novel disease genes for PD. We then search 
literature to check whether any of these predicted disease genes are really related to PD. 
We found that nine predicted genes, namely, DHDDS, PARK2, PICK1, MT-ND4, 
NDUFB5, NDUFA6, CIC, TRIM63 and ATP5A1 have been reported to be associated 
with PD. 

5 Conclusions 

Identification of genes is of great importance for the treatment and diagnosis of PD. In 
this paper, we introduced deep neural networks for genes identification using the protein 
sequences. Normalised Moreau-Broto autocorrelation, GA and MA representation 
methods are used to convert protein sequences (genes) into feature vectors with 12 
physicochemical properties of the amino acids. Then, FSBE feature reduction method is 
applied to extract the important features. The proposed method based on MLP and LSTM 
improved the F-measure score compared to previous methods on imbalanced datasets. 
The proposed methods show the better performance with a high F-measure rate of 85% 
and 83.96% respectively. Compared results of the proposed method show better 
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performance than previous reported works. For the future work, we can consider more 
physicochemical properties with GA representation method to combine multiple different 
classifiers to achieve better classification. We can also apply this method to predict other 
neurological disease genes. 
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