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Abstract: Due to the low accuracy, poor stability, and long time consumption 
of current face recognition methods, a low resolution face recognition 
algorithm based on MB-LBP is proposed. Firstly, the facial edge image is 
processed through binarisation, followed by scale normalisation to accurately 
locate the face and the final cropped facial image. Then, segmented linear 
transformation is used for image enhancement processing. Finally, MB-LBP is 
used to extract features, and the Euclidean distance and cosine angle between 
the extracted feature vectors and the feature vectors extracted from the face 
database are calculated to achieve dual matching of facial images and achieve 
face recognition. The results show that the quality of the results obtained by 
this algorithm is good, with peak signal-to-noise ratio and recognition accuracy 
of 160 dB and 100%, variance of 0.01, and recognition time of 1.8 s, indicating 
that the algorithm proposed in this paper has reliable application performance. 

Keywords: MB-LBP; low resolution; face recognition; binarisation; piecewise 
linear transformation. 
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1 Introduction 

With the continuous development of artificial intelligence technology, facial recognition 
technology has become an important application in fields such as security monitoring, 
financial payments, social entertainment, etc. However, in some scenarios, due to factors 
such as the installation position of the camera and lighting conditions, the collected facial 
images often have fewer pixels, resulting in low resolution facial images (Ge et al., 2020; 
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Gao et al., 2020). A low resolution image refers to an image with a relatively small 
number of pixels, and its display effect is usually blurry and unclear, with relatively few 
image details. On the contrary, high-resolution images refer to images with a relatively 
large number of pixels, and their display effects are usually clearer and more detailed. At 
present, the recognition effect for high-resolution facial images is good, but the accuracy 
for low resolution facial recognition is relatively low. Therefore, the research and 
development of low resolution facial recognition technology has very important practical 
significance. 

Rouhsedaghat et al. (2021) proposed a low resolution face recognition method in 
resource constrained environments, constructing an interpretable non-parametric feature 
extraction submodel, using this model to extract facial features, and implementing face 
recognition based on the feature extraction results. The experimental results show that the 
model has the advantage of good generalisation ability, but there is a problem of long 
recognition time. Li et al. (2022) proposed a facial hallucination and recognition model 
for low resolution facial images based on feature mapping, which combines image 
feature loss and image content loss to jointly train the model. The experimental results 
show that the model can obtain comprehensive facial image features in recognition, but 
the accuracy of recognition results is low. Liang (2021) proposed an unrestricted face 
recognition algorithm based on transfer learning. First, improve the region extraction 
network of the fast RCNN algorithm, then process the unrestricted face image through 
the image enhancement algorithm, and finally realise face recognition through secondary 
transfer learning. The experimental results show that although the algorithm has a fast 
recognition speed, the peak signal-to-noise ratio (PSNR) of the recognition results is low 
and the variance is high. 

Based on the existing problems of the above algorithms, this paper proposes a low 
resolution face recognition algorithm research based on multi-scale block local binary 
patterns (MB-LBP). Process the facial edge image through binarisation, then normalise 
the scale to accurately locate the face and the final cropped facial image, and then use 
segmented linear transformation to enhance the image. Finally, MB-LBP is used to 
extract features. Based on this, the Euclidean distance and cosine angle between the 
extracted feature vectors and the feature vectors extracted from the facial database are 
calculated accordingly to achieve accurate dual matching recognition of facial images, 
ensuring the accuracy of the final results and achieving facial recognition. 

2 Overview and process of low resolution face recognition 

Low resolution facial images refer to resolutions less than 32 × 32 low definition facial 
images, often captured by cameras under unconstrained conditions, often have many 
problems such as blurring, poor lighting conditions, high noise and occlusion (Li et al., 
2020). Low resolution face recognition is the process of identifying the identity of such 
facial images. Currently, conventional face recognition methods typically perform less 
well than expected on low resolution facial images. Overall, low resolution facial images 
can be roughly divided into three categories: 

1 Small size image: Refers to the small size of the face image to be recognised. In 
existing low resolution face recognition work, most of the work uses the size of the 
entire face image to refer to the face resolution. Traditional facial recognition 
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methods believe that even small-scale images can meet the needs of facial 
recognition tasks (Yang et al., 2020). However, most standard facial recognition 
methods have a resolution of less than 16 in facial images × at 16 o’clock, the 
recognition accuracy will significantly decrease. 

2 Low quality image: Refers to an image that maintains its normal size, but suffers 
from severe loss of discriminative details in facial images due to poor shooting 
environment, inaccurate camera focus, and other issues. Using standard facial 
recognition methods for recognition cannot guarantee high recognition accuracy. 

3 Images with both small-scale and low-quality issues mentioned above. 

In real scenarios, facial images are generally captured by imaging devices such as 
cameras, and the quality of the image is determined by the lens and photosensitive 
devices of the imager. In practical application scenarios, the quality of imagers and 
photosensitive lenses is often relatively ordinary, so the captured image quality is also 
relatively low. Even if high-performance shooting equipment is used in certain scenes, 
such as crowded streets and dark alleys, various influencing factors have led to the 
generation of low resolution facial images due to the unconstrained nature of these scenes 
(Nadeem et al., 2021). The process of low resolution facial recognition is shown in 
Figure 1. 

Figure 1 Face recognition process (see online version for colours) 
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In face recognition engineering, image preprocessing, feature extraction, and matching 
recognition are the three steps that are currently more emphasised in low resolution face 
recognition. Preprocessing is a prerequisite for achieving accurate facial recognition, so 
the following will describe the above three steps. 
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3 Facial image preprocessing 

After detecting a face, the edge image of the face is processed through binarisation to 
ensure correct normalisation of the face scale in order to accurately locate the face and 
the final cut face image. Finally, segmented linear transformation is used to enhance the 
image, laying the foundation for subsequent facial image matching and recognition. 

3.1 Binarisation 

In order to normalise the facial scale correctly, it is necessary to use binarisation to 
complete the processing of facial edge images. The main operation is to separate the 
contour from the background (Castellanos et al., 2021; Bardozzo et al., 2020). Finding a 
suitable threshold is the key to binary image processing. The maximum inter class 
variance method (Otsu) itself is an adaptive threshold determination method, so this 
method is chosen to complete the binarisation processing. 

The Otsu method mainly segments the background and target in the image through 
the greyscale characteristics, in order to complete the main operational task of 
binarisation processing. Then, the probability of misclassification is determined by the 
variance between the background and the target after segmentation, which maximises the 
variance and minimises the misclassification probability. Among them, misclassification 
is defined as: the target is misclassified as the background or the background is 
misclassified as the target. The larger the variance, the smaller the probability of 
misclassification, which proves the better the processing effect. The specific operation 
process and related calculation formulas of its method are as follows. 

Assuming the greyscale value at (x, y) is m(x, y), where m(x, y) ∈ [0, L – 1] and L are 
the total number of greyscale levels in the image, and the total number of pixels is 
represented by N. Use mi to represent the total number of a certain greyscale level, where 
i = 0, 1, …, L – 1. Next, use formula pi = mi / N to calculate the probability of the 
occurrence of each greyscale level. According to the set threshold T, the image pixels can 
be divided into two regions: background A and target B, based on the greyscale level. 
Then, the probability of the occurrence of regions A and B is calculated, and the specific 
calculation expressions are as follows: 

1

0 1
,

T L
A i B ii i T
ρ p ρ p

−

= = +
= =   (1) 

In the equation, ρA + ρB = 1, the mean values for categories A and B are: 

1

0 1
,

T Li i
A Bi i TA B

ip ipω ω
ρ ρ

−

= = +
= =   (2) 

The total mean of the image derived from equation (2) is: 

A A B Bω ρ ω ρ ω= +  (3) 

It is easy to obtain the intra class variance of A and B from equations (1) and (2): 

( ) ( )2 2
12 2

0 1

1 1,
T LA i B i

BA i i TA B

ω m ω mδ δ
ρ ρ

−

= = +

− −= =   (4) 
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By using the above calculation formula, the intra class and inter class variances of the 
image can be obtained, and their calculation expressions are as follows: 

( ) ( )2 22 2 2 2,A B A A B BN B JAσ ρ δ ρ δ σ ρ ω ω ρ ω ω= + = − + −  (5) 

The total variance of the entire greyscale level is: 
2 2 2
T N Jσ σ σ= +  (6) 

Because under normal circumstances, the variance of an image is always constant, the 
maximum inter class variance obtained from the above formula is equivalent to the 
minimum intra class variance. In order to achieve better segmentation between the target 
and the background, four Sobel edge detection can be performed on the original image 
first, and then an appropriate threshold T can be selected to complete the binarisation of 
the image. The results are shown in Figure 2. 

Figure 2 Otsu binarisation of images and Otsu binarisation of edge images, (a) original image  
(b) binarisation effect image (c) binarisation effect image after edge detection 

 
(a) (b) (c) 

3.2 Scale normalisation 

On the basis of the above content, to normalise the image scale, it is necessary to first 
locate the positions of the two eyes. Then, based on the distance between the two eyes, 
the traditional ‘three courtyards and five eyes’ method is used to reduce the image to a 
standard size, achieving facial localisation and the final facial image. This article uses the 
integral projection method for accurate binocular localisation on binary edge images 
(Chluba and Hart, 2020; Nasar et al., 2021). Assuming that M(x, y) represents the binary 
image, the implementation process of scale normalisation is described as follows. 

Firstly, the result graph c obtained from the above processing is represented by  
M(x, y), and the vertical integration projection calculation is completed using the 
following formula (7): 

[ ]2

1
1 2( , ) ( , ), ,

y

y y
V x y M x y y y y

=
= ∈  (7) 



   

 

   

   
 

   

   

 

   

   284 B. Fang    
 

    
 
 

   

   
 

   

   

 

   

       
 

Similarly, the horizontal integral projection formula: 

[ ]2

1
1 2( , ) ( , ), ,

x

x x
H x y M x y x x x

=
= ∈  (8) 

From equations (7) and (8), it can be seen that the so-called integral projection is the sum 
of pixels on rows and columns of a binary image. The specific process is as follows. 

Firstly, calculate the horizontal integral projection of the entire image, as shown in 
Figure 3. 

Figure 3 Horizontal integral map corresponding to binary image (see online version for colours) 
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Figure 4 Vertical integral projection corresponding to eye template (see online version  
for colours) 
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In Figure 3, the vertical axis represents the number of rows in the image, and the 
horizontal axis represents the integral value. From Figure 3, it can be seen that there are 
two minimum values within the pixel range [100, 400], corresponding to the approximate 
‘mouth’ and ‘eyes’ of the human face, from which the abscissa of the human eye can be 
obtained. The vertical integration projection of the image in this interval is shown in 
Figure 4. 

It is not difficult to see from Figure 4 that the integral projection has a maximum 
value within the pixel range [50, 350], corresponding to the ‘bridge of the nose’, and the 
coordinate at the minimum value between the left boundary and the ‘bridge of the nose’ 
is the vertical coordinate of the ‘left eye’. Similarly, the vertical coordinate of the ‘right 
eye’ can be obtained. From this, the distance d between the eyes can be calculated. 

Finally, according to the statement of ‘three courtyards and five eyes’, regions can be 
selected in both horizontal and vertical directions to ultimately determine the scale 
normalised facial regions. In the horizontal direction, connect the two eyes and take the 
distance d from the centre point of the line to the left and right directions respectively; in 
the vertical direction, the distance values are taken up and down, based on the position of 
the eyes. d / 2 and 3d / 2 are taken up and down, respectively, to obtain the scale up 
normalised face area. Figure 5 shows the accurate positioning of both eyes and the final 
cropped facial image. 

Figure 5 ‘Standard face’ under binocular localisation, (a) accurate binocular localisation (b) final 
standard face (see online version for colours) 

 
(a) (b) 

3.3 Image enhancement 

Due to the processing of the above stages, it often results in partial loss of image 
information, leading to misidentification. To solve this problem, image enhancement 
algorithms are usually used for corresponding image enhancement to compensate for lost 
information (Kansal and Tripathi, 2020; Yu et al., 2022; Saha et al., 2020). The 
segmented linear image enhancement method is one of the important means of image 
enhancement, belonging to the greyscale transformation method. The main task operation 
is to segment the greyscale interval of the image, and then use point operations to correct 
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the pixel greyscale to achieve enhancement. The enhanced image using this method is 
clearer and has more distinct features, so this article uses this method to achieve image 
enhancement (Bure et al., 2021; Dharejo et al., 2020). Taking three line segments as an 
example, the schematic diagram of their linear transformation is shown in Figure 6. 

Figure 6 Schematic diagram of three segment linear transformation 

 

Figure 7 Facial image enhancement effect, (a) original image (b) after enhancement 

 
(a)   (b) 

In Figure 6, f(x, y), g(x, y) represents the greyscale levels of the original image and the 
transformed image, while maxf and maxg represent the maximum greyscale levels of the 
two images, respectively. Segmental linear transformation mainly achieves greyscale 
enhancement based on the greyscale details of stretched feature objects. Therefore, the 
greyscale range [a, b] to be enhanced in the above image is transformed into the 
expanded greyscale range [c, d] to achieve image enhancement. During this 
transformation process, the stretching and compression of the interval will result in the 
loss of its corresponding detailed information, but it will not have an adverse impact on 
the target recognition of the total weight. The transformation process can be represented 
by the following mathematical formula: 
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[ ]

[ ]

( , ), 0 ( , )

( , ) ( , ) , ( , )

max ( , ) , ( , ) max
max

c f x y f x y a
a
d cg x y f x y a c a f x y b
b a

g d f x y b d b f x y f
f b

 ≤ <


−= − − ≤ < −
− + + ≤ < −

 (9) 

The parameter values of a, c, b, d, maxg, and maxf in the above equation are: a = 20,  
c = 10, b = 180, d = 190 and maxg = maxf = 255. 

Figure 7 shows an image and its effect after nonlinear enhancement. Figure 7(a) 
shows the degraded facial image used for recognition detected during the facial 
monitoring phase, and Figure 7(b) shows the normalised image to 92 × a face image with 
a size of 112 and greyed out, followed by segmented linear enhancement. 

4 Low resolution facial recognition 

To achieve accurate facial recognition, next, based on the above, feature extraction is 
performed on the enhanced image. In order to improve the integrity, accuracy, and speed 
of facial feature extraction, before and after feature extraction, halftone processing is 
performed on the images before and after addition, and then the MB-LBP algorithm is 
used to complete the feature extraction. Finally, in order to improve the accuracy of the 
recognition results, double matching recognition is performed using Euclidean distance 
and cosine angle. This process mainly calculates the Euclidean distance and cosine angle 
of the two extracted features, and sets a threshold to compare the calculated results with 
this threshold. If the Euclidean distance and cosine angle between the two features are 
less than the set threshold, then these two faces are the same person. The recognition 
results are output to complete face recognition. 

Figure 8 Principle block diagram of error diffusion method 

 

Digital halftone technology is an image reproduction technique that converts the original 
image into discrete halftone images such as black and white dots (Yu et al., 2021). 
Compared with traditional methods, digital halftone technology can enhance or weaken 
certain features in the image through different halftone algorithms, making the target 
features more obvious, thereby improving the accuracy and efficiency of subsequent 
facial recognition. Moreover, digital halftone technology preserves the original image 
features as much as possible while compressing data, so important information is not lost 
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in subsequent processing, which helps to improve the integrity of subsequent feature 
extraction. 

Next, the error diffusion method is used to halftone the facial image, and the principle 
diagram is shown in Figure 8. 

In Figure 8, g(x, y), g*(x, y) is the input original image and the diffused input image 
respectively, and b(x, y), e(x, y) are the output binary image and quantisation error 
respectively. (x, y) represents each pixel in the image. The expression of the error 
diffusion process is as follows: first, add the original pixel value and the error spread here 
as the current input, as shown in equation (10); the output (0 or 1) obtained by 
thresholding the current input, as shown in equation (11); finally, the error values of the 
input and output are diffused to the unprocessed area according to a unique pattern, as 
shown in equation (12), to complete the halftone processing of the image. 

*
,

( , ) ( , ) ( , ) ( , )
k j

g x y g x y w k l e x k y l= + − −  (10) 

[ ] [ ]*
,

( , ) ( , ) ( , ) ( , ) ( , )
k j

b x y Q g x y Q g x y w k l e x k y l= = + − −  (11) 

*( , ) ( , ) ( , )e x y b x y g x y= −  (12) 

In the formula, w(k, l) represents the diffusion weight of the error diffusion filter at pixel 
point (k, l), and Q[∗] represents thresholding, which is usually taken as greyscale 128. 
The processed image is shown in Figure 9. 

Figure 9 Halftone processing effect of facial images, (a) enhance image (b) halftone effect 

 
(a)   (b) 

On the basis of the above, in order to effectively extract the texture information in the 
face image, enrich the feature expression and improve the accuracy of face recognition, 
MB-LBP feature extraction technology is used to extract features (Nan et al., 2022; Kong 
et al., 2021). This technology extracts the texture information between ‘sub block 
regions’ in the face image, and the extracted features are more abundant. Compared with 
traditional methods, MB-LBP can resist the influence of factors such as lighting, facial 
expressions, and posture, so it has stronger robustness for face recognition in different 
scenarios. At the same time, MB-LBP can extract texture features of facial images 
through multiple scales and directions, thereby enriching feature expression and 
improving the accuracy of facial recognition. 
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This technology mainly divides an image into multiple small blocks, and then divides 
the small blocks into regions. The average greyscale value is taken as the greyscale value 
of each region, which is compared with the greyscale values of the surrounding small 
regions to form a feature called MB-LBP. The calculation formula for MB-LBP feature 
extraction with R as the radius and P sampling points is as follows: 

( )1
, 0

MB-LBP 2
p i

R P ii
S g

−

=
=  (13) 

Among them, 
0, 0

( ) ; 0 1.
1, 0

i
i

i

g
S g i P

g
=

= ≤ ≤ − >
 

In the MB-LBP calculation, the average value of each block must be less than 1, so in 
the histogram of the MB-LBP feature map, greyscale level 0 accounts for the largest 
proportion, as shown in Figure 10. 

Figure 10 Statistics of greyscale histograms for MB-LBP feature extraction (see online version 
for colours) 

 

Figure 11 Euclidean distance versus cosine distance (see online version for colours) 

 

The feature vector extracted using the MB-LBP algorithm is defined as x = x1, x2, …, xn, 
and the facial feature vector in the face database is defined as y = y1, y2, …, yn. The 
Euclidean distance and cosine angle between the two are calculated to achieve dual 
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matching recognition of the facial image, ensuring the accuracy of the final output 
recognition results. Calculate the Euclidean distance and cosine angle between  
two feature vectors, as shown in Figure 11. 

The calculation formula for its Euclidean distance is: 

2

1
( , )

n k k
k k

x ydist x y
s=

− =  
 

  (14) 

In the equation, sk represents the difference coefficient between two feature vectors. 
The cosine angle, also known as the similarity measure, is calculated using the 

formula: 

( ) ( )
1

2 2

1 1

( )

n
k kk

n n
k kk k

x y
d θ

x y

=

= =

−
= 
 

 (15) 

The similarity between two facial images is determined by the results obtained above. 
The smaller the distance result obtained, the greater the similarity measure. This indicates 
that the higher the similarity between the two feature vectors, the more similar the  
two facial images will be. Set the threshold to 1. If the results calculated by formulas (14) 
and (15) above are both less than the threshold, it indicates that these two faces are the 
same person. Output the recognition results to complete facial recognition and achieve 
the research of low resolution facial recognition algorithm based on MB-LBP. 

5 Experimental analysis 

5.1 Experimental plan design 

5.1.1 Hardware environment 
The experimental hardware environment is as follows. 

The operating system is Windows 1064 bit, and the processor is Intel (R) Core (TM) 
i7-9700 CPU @ 3.00 GHz, 16 GB of memory, editor in Colorado, development language 
in Python, and development framework in PyTorch. 

5.1.2 Low resolution facial dataset 
This article uses the CASIA FaceV5 facial database training, which includes 500 photos 
of individuals, 5 of each person, and a total of 2,500 photos, including different age 
groups. Photo size: height 480, width 640, requires self partitioning of training and 
testing sets, self detection of faces from them, and saving. Use the CASIA-FaceV5 
dataset with facial images numbered 0001–0400 as the training dataset, use the facial 
images numbered 0401–0500 as the test dataset, and use 50 of these 100 photos as  
28 × 24.25 sheets 14 × 12.25 sheets 7 × 6 low resolution facial images are used as probes 
to detect faces from these 100 photos and save them as 112 × 96 high-resolution facial 
images as gallery. 
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5.1.3 Indicator settings 
Four evaluation indicators are used to evaluate facial recognition algorithms, with 
specific descriptions as follows: 

1 PSNR 

 PSNR is an objective indicator, measured in dB. The higher the PSNR value, the 
higher the quality of facial recognition. 

2 2

10 1010 log 20 logI IMAX MAXPSNR
MSE MSE

   = ∗ = ∗      
 (16) 

 In the formula, MAXI and MSE represent the maximum value of pixels in the image 
and the mean square of the difference between the corresponding pixels between the 
two images. 

2 Accuracy P 

 The proportion of the number of samples that can be accurately identified to the total 
test sample N is calculated as follows: 

100%nP
N

= ×  (17) 

3 Variance S 

 The specific calculation formula for calculating the mean of multiple obtained 
experimental results as the corresponding dataset is as follows: 

( )2

1

m
ii

x X
S

m
=

−
=   (18) 

 In the formula, X is the average accuracy, xi is the recognition accuracy of the i 
experiment, and M is the total number of experiments. 

 This indicator can measure the stability of the algorithm, and the smaller the value, 
the more stable the algorithm. 

4 Test time t 

 This test was completed in MATLAB, and to record the test duration, the tic toc 
function was selected to record the code runtime of the algorithm. The running time 
of the code is equal to the recognition time of the algorithm. 

5.2 Low resolution face recognition experiment 

In order to verify the recognition accuracy and performance of the low resolution facial 
recognition algorithm proposed in this article, the algorithms in Rouhsedaghat et al. 
(2021), Li et al. (2022) and Liang (2021) were used as comparative algorithms for 
comparative testing with the proposed algorithm. Test and analyse the performance of 
four recognition algorithms: PSNR, recognition accuracy P, variance S, and algorithm 
time t. 
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5.2.1 PSNR test 
Selecting 50 sheets from the dataset 28 × 24 low resolution facial images, using the 
proposed low resolution facial recognition algorithm, Rouhsedaghat et al. (2021) 
algorithm, Li et al. (2022), and Liang (2021) algorithm for facial recognition, The PSNR 
of the four algorithms is calculated according to formula (16), and the results are shown 
in Figure 12. 

Figure 12 PSNR of face recognition results using different algorithms 

 

Analysing Figure 12, it can be seen that the PSNR of the proposed algorithm is higher 
than the other three algorithms. As the number of photos increases, its signal-to-noise 
ratio remains around 160 dB; the PSNR of the other three algorithms decreases with the 
increase of the number of photos. When the number of photos is 50, the PSNRs of the 
three low resolution facial recognition algorithms Rouhsedaghat et al. (2021), Li et al. 
(2022), and Liang (2021) are 100 dB, 80 dB and 60 dB, respectively. The proposed 
algorithm has a PSNR of 160 dB. Compared with the four low resolution facial 
recognition algorithms, the proposed algorithm has a higher PSNR, indicating that the 
proposed low resolution facial recognition algorithm produces higher quality recognition 
results and is more feasible. 

5.2.2 Identification accuracy P test 
Based on the above tests, calculate the recognition accuracy P of the four algorithms 
according to formula (17), and the results are shown in Figure 13. 

According to Figure 13, it can be seen that the recognition accuracy of the proposed 
algorithm does not change with the number of photos, and is always 100%; the 
recognition accuracy of the other three algorithms changes with the increase of the 
number of photos. When the number of photos is 50, the recognition accuracy of the 
algorithms in Rouhsedaghat et al. (2021), Li et al. (2022), and Liang (2021) is 60%, 53% 
and 43%, respectively. The recognition accuracy of the proposed algorithm is 100%. 
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Compared with the four low resolution facial recognition algorithms, the proposed low 
resolution facial recognition algorithm has a higher recognition accuracy and greater 
reliability. This is because the proposed algorithm uses MB-LBP technology for facial 
recognition, which can resist the influence of factors such as lighting, facial expressions, 
and posture. Therefore, it has stronger robustness for facial recognition in different 
scenarios, and the technology can extract relatively complete facial image texture 
features, thereby improving the accuracy of facial recognition. 

Figure 13 Recognition accuracy of four algorithms 

 

5.2.3 Variance S test 

On the basis of the above experiments, 20 repeated experiments were conducted to 
calculate the variance S of the four algorithms according to formula (18). The results are 
shown in Table 1. 
Table 1 Variance S results of four algorithms 

Number of 
experiments 
/ time 

Variance S 
Algorithm in 
this article 

Method of Rouhsedaghat 
et al. (2021) 

Method of  
Li et al. (2022) 

Method of 
Liang (2021) 

5 0.01 5.87 6.53 5.74 
10 0.01 5.69 5.98 5.43 
15 0.01 5.87 6.32 5.97 
20 0.01 6.01 5.76 5.71 

According to Table 1, the variance of the proposed algorithm does not change with the 
number of experiments, and its variance is always 0.01; the variance of the other three 
algorithms varies with the number of experiments, and according to formula (18), there is 
a certain relationship between their variance results and recognition accuracy. The 
algorithms in Rouhsedaghat et al. (2021), Li et al. (2022), and Liang (2021) have a 
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minimum variance of 5.69, 5.76, and 5.43 in 20 experiments, respectively. The variance 
of the proposed algorithm is always 0.01. Compared with the four low resolution facial 
recognition algorithms, the variance of the proposed low resolution facial recognition 
algorithm is smaller, indicating that the algorithm has stronger stability. 

5.2.4 Algorithm time t test 
On the basis of the above tests, the recognition time of the algorithm was recorded using 
the tic toc function in MATLAB, and the results are shown in Figure 14. 

Figure 14 Recognition time of algorithm 

 

According to Figure 14, it can be seen that the recognition time of the four low resolution 
facial recognition algorithms increases with the number of photos. When the number of 
photos is 50, the recognition time of the proposed algorithm is 1.8 s. Compared with the 
four low resolution facial recognition algorithms, the proposed low resolution facial 
recognition algorithm has a shorter recognition time, indicating that the recognition speed 
of the algorithm is faster and more applicable. This is because the proposed algorithm 
uses digital halftone technology to process facial images before facial recognition. This 
technology can strengthen or weaken certain features in the image through different 
halftone algorithms, making the target features more obvious, thereby improving the 
efficiency of subsequent facial recognition. 

6 Conclusions 

In order to improve the accuracy and efficiency of facial recognition, a low resolution 
facial recognition algorithm based on MB-LBP is proposed. The main innovation points 
of this algorithm are as follows: 
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1 The use of MB-LBP technology for facial recognition can extract relatively complete 
facial image texture features, thereby improving the accuracy of facial recognition. 

2 Before facial recognition, digital halftone technology is used to process facial 
images, which can strengthen or weaken certain features in the image, making the 
target features more obvious, thereby improving the efficiency of subsequent facial 
recognition. 

3 The experimental results show that the algorithm achieves better quality results, with 
PSNR and recognition accuracy of 160 dB and 100%, variance of 0.01, and 
recognition time of 1.8 s. This indicates that the algorithm proposed in this paper has 
high recognition accuracy, strong stability, fast recognition speed, and reliable 
application performance. 

In the future, research will focus on multimodal facial recognition, achieving more 
accurate and reliable facial recognition by integrating multiple information sources. 
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