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Abstract: Most researchers find pattern recognition to be an interesting area to study. Objects 
that are different in shape, size, colour, and scale are easy to identify apart. Most of the available 
models for object recognition use a statistical approach, which works well if there is no noise in 
the image and the image is simple. However, this method fails if the pattern is more complicated, 
and there may be ambiguous results for complex pattern datasets. In that case, it would be better 
to use structural pattern recognition. We focused on the syntactic approach to describing the 
features as knowledge, which could make a big difference in theoretical computer science. 
Experiments have been performed on Brain MRI datasets and own dataset. To identify the 
performance of the reconstruction algorithm MAE, CPU time, and RMSE and iteration of the 
frame are calculated. 
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1 Introduction 
Different objects always surround the human being, and 
obviously, it is always an easy task for human eyes, but the 
same is not valid for the machines all the time. Building 
artificial intelligence to the machine to recognise the objects 
is not easy, and this problem always attracts researchers 
(Brady et al., 1988). Pattern recognition provides a solution 
for such problems where recognition or identification of the 
objects plays an important role. The different pattern 
recognition applications are data mining, biometric 
recognition systems, image processing, medical imaging, 
etc. (Jain et al., 2000). 

Three basic steps (Jasmin and Rajan, 2013) need to 
follow to implement these applications, represented in 
Figure 1. The first step is preprocessing. Preprocessing is 
used for the removal of unwanted data, noise and to identify 
the missing values. This step could include feature scaling, 
getting the dataset, importing the library files, and splitting 
the data into training and testing datasets. The second step 
includes the extraction of features from the image. Feature 
vector should be extracted from the image to represent the 
whole image adequately. After that feature vector is 
analysed for the recognition purpose and at last, 
classification would be done. Classification is used to 
categorise the data into different classes according to the 
knowledge received through the training process. These are 
the three essential steps of any pattern recognition system. 
Other steps could be added according to the requirements of 
the application. 

Figure 1 Basic steps of pattern recognition techniques  
(see online version for colours) 

Preprocessing 
Feature 

Extraction Classification 

 

Different pattern recognition methods are available such as 
the Statistical method, structural method, NN techniques, 
template matching, etc. (Seema and Dass, 2012). All the 
techniques mentioned above have their pros and cons. The  
 
 
 

statistical method describes each pattern in terms of the 
feature vector. Features should be chosen so that it defines 
the whole image correctly. This method recognises the 
probabilistic nature of the image we process (Fazel and 
Chakrabartty, 2011; Devroye et al., 1996; Duda and Art, 
1973). The system which is designed with statistical 
methods is noise insensitive. This system is a good choice if 
noise is present in the dataset. However, this method fails if 
patterns are more complex and there is a possibility of 
ambiguous results for complex pattern datasets. In that case, 
structural pattern recognition is more helpful. For a better 
understanding of complex patterns, patterns can be 
considered as a combination of sub-patterns (Fu, 1982; 
Pavlidis, 1977) and these complex and high dimensional 
patterns require complex grammars (Gips, 1975; Ota, 1975; 
Williams, 1975; Flasiński et al., 2014). This method can 
even deal with two-dimensional and three-dimensional 
image datasets. 

The remaining paper is organised: Section 2 presented a 
literature survey. Section 3 explained about proposed 
architecture and methodology. Section 4 represents the 
results section. Conclusion and future work are discussed in 
Section 5. 

2 Literature survey 
In the last three decades, most researchers have worked on 
statistical pattern recognition and template matching 
methods based on related applications (Gonzalez and 
Woods, 2002), but less contribution was made in the 
structural pattern recognition field. The structural pattern 
recognition approach divides the complex patterns into sub-
patterns and these sub-patterns can be further divided. This 
method can assign a pattern to the already defined class. 
This approach is useful for object recognition, natural 
language processing, and scene analysis (Tanaka, 1995; 
Rosenfeld and Kak, 1982; Memon et al., 2000). In the case 
of scene analysis mechanism, patterns will always be 
complex, and when these patterns are represented through 
features, then the size of the feature vector will be 
significant. In that case, assigning a specific class to each 
pattern is cumbersome. The syntactic pattern recognition  
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technique can understand simple and complex patterns with 
the help of primitives and grammar rules. The effectiveness 
of these approaches always depends upon the recognition of 
simple and easy pattern primitives and identifying the 
relationship between these pattern primitives. Moshad and 
Ali (2001) presented a method for recognising digits written 
in Bengali. However, this approach was failed for the 
recognition of Bengali HCR. Rashid and Ali (1998) used a 
string matching method. The authors have used eight 
directional codes for converting the image into a feature 
vector. This approach was only designed for Bengali digits. 
Pal and Chaudhuri (1948) have also proposed a method for 
the recognition of Bengali numerals. This technique was 
able to recognise the numerals without thinning and 
normalisation operation. Khalfallah et al. (1992) have 
presented a visual pattern recognition method. Authors have 
used graphical symbols for the recognition of binary 
patterns. Sarker et al. (2019) have presented a new method 
for the QA system. To find the answer from a given text, 
authors have introduced the POS tagging and parsing 
technique Method proposed method outperformed for 
simple sentences. They may enhance the technique for 
complex and long sentences in the future. Quang et al. 
(Thang, 2012) have presented research on the A* algorithm 
for parsing techniques and proposed an HGM model  
based on the same algorithm. This method can replace  
the existing VMN, which was used to overcome the 
problem of Chomsky standard forms. The performance of 
HGM was better than VNM. For implementation purposes, 
they have used JAVA. In the future, researchers may use 
this method to implement text analysis of the Vietnamese 
language. 

Mall and Jaiswal (2014) have mainly focused on the 
linguistic features of data-driven parsing and did some 
modifications in the CKY algorithm. They introduced a 
speech tagger to enhance the grammatical parts of the 
database and applied linguistic rules for better parsing 
results. This method has given accuracy of 91.4%, which is 
better than other existing methods. Ogiela and Tadeusiewicz 
(2000) presented the effectiveness of the syntactic approach 
in pattern recognition-based systems. The syntactic 
approach is used for extracting the features from the  
feature vector. Moreover, it is used to identify the shape and 
structure of the objects present in the image. If there  
is any abnormality in the object’s shape, it can quickly 
identified. This would be helpful for the early diagnose of 
dangerous diseases like pancreatitis and uterus-related 
tumours. 

As per our literature work, most of the authors used 
parsing techniques for linguistic systems and very little 
work has been done in this field. The highest accuracy 
which is achieved till now is still 91%. Many scopes are still 
available in this field. Ogiela and Tadeusiewicz (2000) have 
worked on medical images, which can be a game-changing 
method in the field of biomedical. The syntactic approach 
would be better in the field of object recognition (Kumar  
et al., 2021; Raja et al., 2020; Shilpa et al., 2012; Swathi 
and Rani, 2019; Jain et al., 2015; Ghai et al., 2020; Shilpa  

et al., 2020). We proposed a novel method to recognise the 
object from the 2D image based on that concept. 

3 Proposed methodology 
The potential problems with the method and their 
alternative approach for solving it has been discussed 
earlier. Based on the gap in the existing methods, a 
proposed method has been designed and developed, which 
could be a general approach to solving a more 
comprehensive range of pattern recognition problems. The 
proposed methodology is divided into three steps. The first 
step is preprocessing, in which noise is removed from the 
image and improves the image quality and then the features 
extraction technique is applied and represented in Figure 7. 
The Picture description language represents the feature 
vector and the feature vector consists of direction code and 
length code. There is a possibility that objects could be 
scattered in the image or many objects are present in the 
same image. The gap-filling algorithm is applied to identify 
the feature vector of all the objects, a novel approach to the 
proposed method and represented in Section 3.4. Now the 
obtained feature vector can be used to reconstruct the 
original image. The procedure of reconstructing the source 
image from the feature vector is described in Section 3.5.  
A detailed description is given in Figure 2. 

Figure 2 Steps of proposed methodology(see online version  
for colours) 

 

3.1 Preprocessing 
The preprocessing technique removes the noise and 
unwanted data from the image. In the proposed method, 
median filtering is used to remove the noise from the image. 
The median filter sorts all the pixels in increasing order and 
then finds the median value. The median filter can preserve 
the shape and line structure of the image. In the proposed 
method 3×3 median filter is applied to the image, which 
means the window size is 3×3. An illustration of the median 
filter is represented in Figure 3. 

Figure 3 Noise reduction with 3×3 median filtering(see online 
version for colours) 
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3.2 Segmentation 
Image segmentation is a method of locating the object in the 
image, and it identifies the boundary of the image. The 
proposed method focuses on the shape of the image and the 
object should be highlighted from the image’s background. 
In this step, the object’s contour is identified from the image 
using the active contour method. The object’s contour is a 
simple curve that joins all the boundary points with some 
colour or intensity value. 

For the extraction of contour, we need to select the 
energy function. The energy function is consists of internal 
and external energy and image energy, which is represented 
in equation 1: 

ET = [Eint + NExt + Eimg ]ds (1) 

where ET = Total energy, Eint = Internal energy, 
Eext = External energy, Eimg = Image energy, ds = distance 
between the control points. 

Figures 4 and 5 represents the contour of the image after 
preprocessing and segmentation. 

Figure 4 Binary image and its contour representation (see online 
version for colours) 

  

Figure 5 (a) Original image and (b) contour representation of the 
original image 

 

) b)a)                                                           b) 

c)                                                           d) 
 

3.3 Generation of feature vector 
Extracting the features from the image is an essential step in 
object recognition. We used picture description language to 

represent the features in the proposed method. The contour 
of the image is an input for this step. The image contour is 
traced by pixel, starting from pixel position (1, 1) to find the 
initial foreground pixel (xi, yi ) with the intensity value 1. 
This will identify the initial point of the first component  
present in the image and the proposed algorithm is written 
to find the next neighbour of the current pixel in all the 
preferred directions. Preference will be generally given to 
the right side of the pixel (from the current pixel). These 
eight directions are represented in Figure 6. The naming 
conventions of the preferred direction are Right(R), Down 
Right (DR), Down (D), Down Left (DL), Left (L), Up left 
(UL), Up (U), and Up Right (UR). This method prioritised 
the previously recognised direction over other preferred 
directions. The tracing of each pixel will continue until the 
algorithm finds any connected neighbour pixel to the 
current position (x, y) and will remove the already traced 
pixel. If there is no neighbour pixel, then the algorithm will 
display the knowledge vector of that component, and again 
algorithm will continue until it does not trace all the 
components present in the image. The final knowledge 
vector will be displayed if all the components are traced. 
This knowledge vector is nothing but a feature vector 
consisting of each component’s direction and length code, 
and this knowledge vector will give the information that 
some objects are present in the image. The flow chart of the 
feature extraction method is represented in Figure 7. 

Figure 6 Preferred directions for identification of neighbour 
pixel (see online version for colours) 
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As discussed earlier, the knowledge vector consists of 
direction and length code. Direction code is nothing but a 
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string of non-terminal elements separated by a ▢ (delimiter). 
The vector code of an arbitrary square can be represented in 
the following way: 

<81, 81> R▢D▢L▢U▢*80▢80▢80▢79▢<82, 81> 

Here * is the separator between direction code and length 
code. The predecessor of * is called direction code and the 
successor of * is known as length code. Vector code has 
four directions and other than U, all other directions have 
the same length because the scanned pixel is already 
removed. After the scan, the beginning point <81, 81> and 
the endpoint <82, 81> are removed from the image. 

Figure 7 Flow chart of feature extraction method (see online 
version for colours) 
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3.4 Gap filling 
When the image pixel is scattered, it would be difficult to 
identify the components. To reduce the difficulty in 
identifying the object, we introduced a new algorithm used 
to fill the small gaps in the image and the algorithm is  
 

known as a gap-filling algorithm. If the nearest neighbour 
pixel is not present in the image, the algorithm will look 
forward in a preferred direction. If a pixel is present in the 
next level, the gap-filling algorithm connects the present 
pixel position to the next level to form connectivity that fills 
the gap between pixels. The algorithm is written below: 

Figure 8 has two rectangles it means two components 
are present in the image and a pixel gap < 43,302>. Here we 
will use the gap-filling algorithm and obtain the knowledge 
vector after gap filling is: 

Figure 8 Shape of rectangle 
<42, 28>/R273*DR2*D235*L275*U236*/<43, 28>#  

 

3.5 Redrawing of the image using the feature vector 
In the proposed method, we have added the concept of 
redrawing an image using direction length code. Below we 
have represented the algorithm for redrawing the image 
feature vector. 

Algorithm: 

Step 1: Read the feature vector of an image. 

Step 2: Mark the starting pixel point of the first 

component. 

Step 3: Trace the pixels in all the directions 

present in DLC and the respective 

length of the pixel to 1. 

Step 4: Repeat Steps 2 and 3 for all the 

components present in the DLC. 

Step 5: The final plot gives the image of the 

input shape taken for DLC generation 
 

4 Experiment setup and evaluation parameters 
All the algorithms mentioned above are implemented in 
python using the Anaconda tool. 

A GPU-based system with Windows-10 OS, RAM of 8 
GB is used for experiments, and only one core is used for 
computation purposes. 

4.1 Dataset 
For evaluation of the proposed work, two datasets are used. 
The first dataset is the own dataset, a collection of 50  
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images and a combination of simple and complex images. 
Another dataset contains Brain MRI images for Brain 
tumour detection. This dataset contains 208 images and the 
dataset has been taken from Kaggle. 

4.2 Evaluation parameters 
The proposed model is evaluated using different parameters 
like Mean absolute error, CPU time, and RMS error is 
calculated for Noise sensitivity and blurring sensitivity. 

• Mean absolute error: To calculate the mean absolute 
error, the following formula is used: 

0 0
ReX Y

xy xyx y
Org

MAE
XY

= =
−

=
∑ ∑

 (2) 

Here, X, Y represents the dimension of the image, and Org 
and Re represent the original and reconstructed image. For 
every image error, it is calculated. The error is calculated in 
all eight directions, and an average is represented in the 
scatter graph. 

• CPU time: CPU time is nothing but required to execute 
any instruction. Generally, it depends on the number of 
instructions and the type of instructions that we are 
executing. In the proposed method, we calculate the 
CPU time for reconstructing the image, i.e., how much 
time it takes to reconstruct the image from a given 
feature vector. To calculate the CPU time following 
formula is used: 

1 
Performance of the Processor 

CPU time =  (3) 

For the computation purpose, only one core is used in the 
experiment. 

• RMS error: RMS error is the standard method of 
calculating the model’s error. It gives the difference 
between predicted and observed values. The formula is 
defined as follows: 

( )2

1

n
i i

i

y y
RMSE

n=

′ −
= ∑  (4) 

where 

1y′ , 2y′ , …, ny′  is predicted value 

y1, y2, …, yn are observed values 

n = No. of observation. 

5 Results 
For every image of the dataset, the algorithm provides the 
feature vector, and later another algorithm provides the 
reconstructed image that completely matches the original 
image with some exceptions of the pixels, which are not 
noticeable. To check the quality of the reconstructed image, 
the mean absolute error is calculated, which is used to  

check the difference between the original image and the 
reconstructed image. The average Mean absolute error  
is 0.126, which is lesser than the existing method (Waller  
et al., 2013). The other parameter of performance evaluation 
is CPU time and accuracy. Comparative analysis of MAE, 
CPU time, Number of iteration have been done for the 
proposed method on own dataset and Brain MRI dataset  
and shown in Tables 1 and 2. Table 3 shows the accuracy  
of the reconstruction algorithm, which shows that the 
reconstructed image is very close to the original image. The 
algorithm can redraw all the edges and structure of the 
image properly. In Table 3, we represented only a simple 
image, but the experiments have been done for complex 
images, but the feature vector’s size is significant, so that 
representation would be problematic. For the reference 
purpose in Figure 12, we represented a complex original 
image and reconstructed image. 

Table 1 Experimental results of the proposed method on brain 
MRI dataset and comparative analysis with existing 
methods 

 MAE CPU time Iteration 

Proposed method 0.127 10 ms 96 it/s 
Waller et al. (2013) 0.130 – – 
Ye et al. (2010) – 75.1 s 33 it/s 
Ye et al. (2010) – 18.6 s 7 it/s 

Table 2 Experimental results of the proposed method on own 
dataset and comparative analysis with existing 
methods 

 MAE CPU time Iteration 

Proposed method 0.125 1 ms 2272 it/s 
Waller et al. (2013) 0.130 – – 
Ye et al. (2010) – 75.1 s 33 it/s 
Ye et al. (2010) – 18.6 s 7 it/s 

Reconstruction of the image has been done under different 
circumstances. Noise is added into the original image and 
then reconstruction has been done and calculated the RMS 
error. Noise is added with standard deviation at the scale of 
0–10%. In the same way, Blurriness’ is added with the 
intensity of 0 to 1.5 pixels and then RMS error is calculated. 
Noise sensitivity and Blurriness sensitivity are calculated 
and represented in Figures 9 and 10. 

Reconstruction of the image is always a difficult task in 
clinical research. Generally, it will take high computational 
time on a conventional personal computer. Reconstruction 
will take approximately 4 min for each frame (Ramirez  
et al., 2011). A GPU-based system is an excellent solution 
to this problem. In the proposed method, reconstruction is 
faster compared to existing techniques. In the proposed 
method, reconstruction of the simple image is done in 1 ms 
and the average iteration of the frame is 2272 it/s and in the 
same way for complex images, reconstruction of the image 
is done in 10 ms and average iteration of the frame is 96 it/s 
which is represented in Figure 11. 
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Table 3 Feature vector of basic shapes and reconstruction of the image using the feature vector 

S. No. Original image Feature vector Reconstructed image 

1. 

 

<21,21>R▢D▢L▢U▢*40▢40▢40▢39▢<22,21><2
1,81>1▢1▢2▢1▢2▢1▢2▢1▢2▢1▢2▢1▢2▢1▢2▢1▢2
▢1▢2▢1▢1▢20▢1▢1▢2▢1▢2▢1▢2▢1▢2▢1▢2▢1▢2▢
1▢2▢1▢2▢1▢2▢<23,80><81,81>R▢D▢L▢U▢*80
▢80▢80▢79▢<82,81>  

2. 

 

<81,81>R▢D▢L▢U▢*80▢80▢80▢79▢<82,81> 

 
3. 

 

<19,23>/R212*D223*L212*U222*/<20,23># 

 
4. 

 

<50,56>/R151*D159*L151*U158*/<51,56># 

 
5. 

 

<78,83>/R100*D104*L100*U103*/<79,83># 

 
6. 

 

<99,107>/R56*D58*L56*U57*/<100,107># 
 

 

Figure 9 Calculation of RMS error with intensity of noise (see online version for colours) 
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Figure 10 Calculation of RMS error with blurring sensitivity (see online version for colours) 

  
Figure 11 CPU time and average iteration of the frame for the proposed method (see online version for colours) 

 
 
Figure 12 Original (Left) and reconstructed image (Right) 

 

  

  

   
 
 

Figures 13 and 14 represents the GUI of the proposed 
Methodology. With the help of GUI, we can select any 
image from the dataset and create the knowledge vector of 
the given image and the knowledge vector can be saved in 
the text file. This is represented in Figure 13. In the same 
way, a text file consisting of a knowledge vector will be 
given as an input. The original image can be obtained, 
which is represented in Figure 14. 

Figure 13 GUI for creating a knowledge vector from the input 
image 
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Figure 14 GUI of reconstruction of the image using knowledge 
vector (see online version for colours) 

 

 

6 Conclusion and future scope 
This paper proposed an algorithm for feature extraction and 
feature representation. Extraction and representation of the 
features have been done with the help of picture description 
language. This method can represent each pixel in a textual 
form referred to as a string, and further, we have proposed 
an algorithm that can convert the knowledge vector into an 
image called the reconstruction of an image using a feature 
vector. The results show the knowledge vector for basic 
shapes only, but we have also tested the algorithms for 
complex medical images, and the results are outperformed. 
In the future, we will perform normalisation to reduce the 
size of the knowledge vector, and we are planning to apply 
classifiers to classify different objects. In the future, the 
algorithm’s performance can be evaluated on benchmark 2D 
and 3D datasets and this method could be a better solution 
for object recognition in 2D and 3D images. 
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