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Abstract: As mobile data grows rapidly, carriers must intelligently manage
network traffic. Due to economic realities and the physical limitations of the
available spectrum, operators cannot add more network capacity. To satisfy
investors, operators must maximise their service returns. The more services a
subscriber receives, which costs more, the higher their expectations of
acceptable network availability and quality. So it becomes very challenging for
operators to provide QoS to their high-value subscribers and manage network
traffic dynamically without impacting the user experience of their potential and
key users. In this paper, all literature surveys are carried out on different
schemes and solutions to manage mobile data networks’ profiles. This paper
aims to identify an effective way of managing real-time data traffic by
adjusting QoS/profile parameters dynamically so that high-value subscribers
get better QoS during congestion than regular users.
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1 Introduction

1.1 Mobile data network

During peak hours, network traffic increases, resulting in congestion and affecting User’s
Quality of Service (Li et al., 2012). It is necessary to provide High Quality of
Service through the networks. It is expected by networks to provide High Quality of
Service at any cost. But the latest hardware and over-provisioning networks are not
feasible to provide such quality of service. As network resources are expensive, limited,
and shared with many users simultaneously, an improved end user quality of services can
be obtained in three ways: firstly by cost-effective consumption of network assets,
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secondly by adapting bandwidth distribution, and finally by user profile management
with dynamism.

One can simulate the network traffic congestion problem (Almatar, 2022) with road
transport traffic congestion problem. Public roads have fixed widths, and during peak
hours, they get congested with vehicle traffic. However, it must divert or block traffic to
quick transit of some particular or VIP’s vehicle such as Ambulance, Fire Brigade, red
beacon lights of Ministers/officials, etc. These special/VIP vehicles can then transit
smoothly and quickly compared to other normal vehicles. The same concept can bring in
mobile broadband networks by applying dynamic profile management, which manages
user profiles dynamically during congestion and provides better QoS to high-value or
VIP users compared to regular users. Figure 1 shows different traffic scenarios in
different situations.

Figure 1 Different traffic scenarios in different conditions

Scenario 1: Different Lane for Scenario 2: Block of traffic for special
special vehicles vehicle ambulance

Scenario 3: Traffic congestion with no management

1.2 Dynamic profile management

It can play a major role in enhancing the Quality of Services in mobile data networks. In
this technique, when congestion appears in the network, users’ profile will get
dynamically managed (Chinewar and Manusmare, 2016). Two terms are associated with
services related to mobile data networks. One is quality of experience (QoE), and the
second is Quality of Service (QoS) (Ixia, 2013). QoE describes the user perceptions
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related to the performance of a service and QoS describes the network’s ability to give a
certain service level. To achieve the best QoE in a competitive, efficient, and cost-
effective manner, network providers and service providers must effectively manage
network QoS.

The paper is divided into sections: Section 1 presents a brief introduction of Mobile
Data Network and Dynamic Profile Management. Related work on service quality for the
users, load balancing, traffic control and avoidance is outlined in Section 2. Comparison
of different traffic load balancing techniques with possible resolutions is described and
tabulated in Section 3. Section 4 presents experimental results. Section 5 presents the
conclusion and future work of this paper.

2 Literature review

Network congestion during peak hours is a severe problem that should be addressed by
all users nowadays owing to the increasing use of smartphones and data usage
worldwide. The user’s concern is to provide better Service Quality (QoS) to their end
users. Much research has been done in the past regarding load balancing, traffic control,
traffic control and avoidance.

Truina and Furuskar (2005) discussed on GSM-WCDMA networks and focused on
how the best WCDMA & GSM works for the network. Authors also found that delivery
between 2G and 3G networks requires effective means of traffic control and support for
service continuity during system switching. This paper addresses capacity gain by
combining the advantages of GSM & WCDMA techniques (Truina and Furuskar, 2005).
The proposed system’s main weakness is that it is not capable of handling multilayer
systems like multiband UMTS networks.

Bandara et al. (2005) demonstrate applications of policy refinement to the
management of DiffServ QoS. Authors demonstrated how policies can be filtered and
which tool support can be provided through the filtering process using examples from the
QoS management domain. They applied the diffServ QOS to match the algo using Goal
Elaboration & Abductive reasoning. The main advantage of the proposed approach is that
it can also be used for storage area networks or security management.

Klein et al. (2011) compares various load-balancing methods in their execution. The
author discussed three load consideration methods: antenna to normalisation, supply
parameter adjustment and cell disruption communication. Imitation results have shown
that the techniques used are consistent, the Handover parameter variation and the motion
of the moving antenna are effective for overloaded cells in medium and low load areas,
though cell disruption interactions meaningfully improve effectiveness, particularly at
high load areas (Klein et al., 2011). The proposed technique does not address the solution
for high dynamic network. To overcome this kind of issue, we have proposed a technique
for dynamic profile management.

Munoz et al. (2011) worked on an inexpensive solution to increase network capacity.
Author focused on proper configuration of the supply parameters to determine the load
balance on the GERAN. Researchers have developed the Fuzzy Logic Controller, which
greatly reduces call barriers and provides better performance and usability. Improved
logic was tested with MATLAB using the Fuzzy Q Learning algorithm (Munoz et al.,
2011). Capdevielle et al. (2011) face the challenge of sharing the spectrum of LTE Pico
cell networks (PC) with various traffic loads and improved resource-sharing strategies.
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Apps are selected and updated by each PC individually. The need was to improve all
outputs and responses to real traffic needs.

Lei et al. (2011) investigated the balance of load between TD-SCDMA systems
which is different from GSM with asymmetric traffics. They analysed the handoff
performance status, the amount of traffic transported, and the conditions for choosing
clients to be transported in every case (Radojevic and Zagar, 2011; Lei et al., 2011).

Li et al. (2011) investigate load reduction and balancing of 3GPP networks
(multicell). First, the issue was divided into a multi-task problem, and then solving each
task the complete solution and the complexity of the proposed work solution were
analysed. Subsequently, an effective and low-cost algorithm, Network Load Reduction
with a Load Balance Algorithm (NLMLB), was proposed to combine the decision-
making process with the call-acceptance process. Imitation results have shown that the
proposed algorithm can reduce call barriers, decrease system service performance, and
improve network system bandwidth (Li et al., 2011). Table 1 shows comparison of
different traffic load balancing techniques with possible solutions.

The existing network infrastructure uses static-type switches. As a consequence, poor
utilisation of network resources. It is the main issue in dynamic profile management &
load balancing in mobile data networks. Vishwakarma and Pavithra (2022) implemented
various load-balancing algorithms to resolve this issue In their research work, authors
implemented various load balancing algorithms for SDN based Data Centre network and
compared their results.

Sivagar and Prabakaran (2021), in their proposed work, devised a mechanism using
an Advanced Real-Coded Genetic Algorithm (DLBM-ARGA) for dynamic profile
management. The proposed algorithm mainly focuses on ideal base station and coverage
configuration.

In 2020, Attiah et al. presented a reinforcement learning framework for optimising
neighbour cell parameters by which the traffic of different cells can be better balanced.
These different cells are part of the geographical cluster. The authors also presented a
design of the learning framework that includes key system performance indicators.
Hence, proposed a new framework for load balancing (Attiah et al., 2020) in between
different cells of the cluster.

Zakia and Ben Yedder (2017) proposed SDN-based dynamic load management
algorithm for optimising link utilisation in DCNs. The proposed algorithm finds the
shortest paths from each host to others and calculates every link’s cost. It replaces the
previous path with best path when it encounters a congestion in its current path.

3 Real time load balancing and dynamic profile management in
mobile data networks

This paper deals with providing a better Quality of Services and Quality of Experience to
the high-value subscriber where there is congestion in the network. The proposed method
focuses on improving QoS (Soldani et al., 2006) for end users by adjusting the network
bandwidth and managing the user profile dynamically. The proposed solution shows how
congestion affects the Quality of Experience, use of policy management, and common
Quality of Service (QoS) by the operators and alleviates high-level service quality and
network congestion.
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Quality of Service management aims to satisfy the Service Level Agreements (SLAs)
contracted by the provider. Dynamic Profile management will play a fundamental role in
implementing QoS in mobile broadband.

The solution depends on network probe file data, providing cell load information at
regular intervals. Figure 2 represents the flowchart for the proposed solution. The
algorithm for the proposed solution is given below.

Figure 2 Flowchart for the proposed solution
Restore QoS
(All users -= Mid Profile)

.

—.‘ Calculate cell load from Network Probe files ‘

Yes, cell load is Normal If

Cell_load < Precongestion

No, cell load Is above Normal

Modify QoS
(All Regular users -» Low Profile)
(All HVC users -= High Profile)

v

4’( Calculate cell load from Network Probe files
Mo, cell load is above Normal If Yes, cell load is Normal

Cell_load < Precongestion_Exit

3.1 Algorithm

e By default all users are in MID profile.

e  When Cell is in Pre-Congestion State, it needs to modify QoS and all HVC users are
moved to HIGH profile and REGULAR users are moved to LOW profile.

e  When Cell state is normal from Pre-Congestion, all HVC and REGULAR customers
are restored to MID Profile.
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4 Experiment results

4.1 System assumptions

To simplify the simulation system, some assumptions are made:

(a) Availability of Network traffic logs (e.g. Traffic Logs/RNC Logs)

(b) Availability of High-Value Customer (HVC) Information

(c) Subscriber (under monitoring) data in the same monitoring cell (area) through

IPERF or any available tool.

4.2  General setup of simulations

The simulation has done using the client-server architecture by using java application as
server and flex AIR application as client. Client sends bind (socket) request to Java
server, receives network and subscriber data through socket pipe, and displays the impact
of dynamic profile management.

4.3 Simulation design
Figure 3 shows the simulation design.
Figure 3 Simulation design

SERVER CLIENT
(Java Application) (Flash GUI)

" Client sends bind request to Java Server
T

< = = = 3 One Thread push Network data

Network Log File

<« = = = P Another Thread push Subscriber data

L
»

Client GUI will display both network & subscriber
Subscriber Log File ‘data logically and shows how the user profile can be
'managed dynamically during network congestion. |

4.4  Simulation algorithm

Step 1: Java Application (server) on execution, waits for the client application to bind
the socket connection at the defined port.

Step 2: Client (GUI Application), once started, will send the bind request to Java
Application (server).
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Step 3:

Step 4:

Step 5:
Step 6:

Step 7:

Once the socket gets established, Java server will then push data (XML String)
to client GUI. There will be two threads executing in parallel.

One thread will push network data (including cell id, cell congestion, threshold,
all subscriber details).

Another thread will push subscriber data that are under investigation.
Client GUI will display the network and subscriber behaviour as per following:
As per Network Behaviour

= ]t display all users belongs to cell. (circle user will denotes normal user
whereas star user will denotes HVC).

® Display current cell load/utilisation.
®  Line chart to display all subscriber’s current throughput.
®  Grid table to display all subscriber details along with their current profile.

= DPM Policy table that display the current cell state (if congested, pre-
congested or normal), DPM ON/OFF, ENTRY/EXIT Threshold etc.

As per Subscriber Behaviour
= Jtdisplay IPERF users that are under investigation.
= Display User’s throughput, packet loss and RTT.

On detection of congestion, the cell state colour in DPM Policy table changes to
red and needful action will be taken as per DPM design flow (Figure 8).

Figure 4 Java application (server) waiting for the client application to bind the socket connection

Bl JAVA Server Simulator

[E:“~MTECH~Dynamic_FProfile_Management-~TEST_SITMUALTOR~SERUER“Local_Simulator>TITLE
LTAUA Server Simulator

[E:*“MIECH~Dynamic_Frofile_ Management-~TEST_SIMUALTOR~SERUER“Local_ Simulatow>javac
EimpleServer. java

= SimpleServer.java uses or overrides a deprecated API.

= Recompile with —Hlint:deprecation for details.

E:~MTECH~Dynamic_FProfile Management-~TEST_SIMUALTOR-~SERUER~Local Simulator>java S
impleServer RNC

= | 3 P9

ml s
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Figure 5 Bind request to Java application (server)
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Figure 8 On detection of congestion, the cell state colour in DPM policy
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Figure 9 shows the action taken by DPM as per DPM design flow. It shows an efficient
profile management mechanism during traffic congestion detection. The proposed
technique is much better than the technique implemented in Song et al. (2007) in load
balancing and profile management in terms of throughput, packet loss and RTT. High
utilisation is achievable by dynamically balancing the offered traffic load. By applying
the proposed technique, significant performance improvement is observed.

Figure 9 Action taken by DPM as per DPM design flow

MSISDN | Profila| HVC —

cellia 36108
Entry Threshold() (75
Exit Threshold(%6) 65
P Enabied ¥
oPmstate

catstate @

“Time (in mins)

Mobiles with [Jp Yideo i Mobiles With | FErf

j0os2] joosol 0061 0062 0063 0064 foosol

I W Throughput(Mbps)

i
i

SUBSCRIBERS

W Packetioss(on)

\ HE S o

3
H
)



48 A. Dureja et al.
5 Conclusion

During network congestion, provision can be made at network level to provide best
quality of service to High Value Customers (HVC) by restoring their QOS profile to
High. Normal/Regular users will get impacted during congestion, and their QOS profile
is also restored to Low. By adapting network bandwidth and managing user profile
dynamically, the end-user network Quality of Services can be improved.

5.1 Future work

In this paper, the focus was more on QoS for a particular subscription and service type
also. Our work only targeted managing policy dynamically during congestion, benefiting
only HVC users. Alternates could be explored to provide benefits to normal users during
the congestion. Avoiding network congestion or load balancing also the user efficiency
features on which more work can be done from a future perspective. Also, big data
problem will be the growing/biggest concern to address in future work.
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