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Abstract: The extraction of molecular subcategory is one such valuable 
evidence concerning breast cancer in determining its cure and prognosis. This 
manuscript has framed a model for molecular subtype-based feature selection 
known as CFS-BFS followed by classification using deep learning. The 
proposed model captures significant genes by utilising pre-processing ladder 
along with the combination of filter and wrapper-based technique CFS-BFS. 
The obtained genes are assessed via numerous machine learning methodologies 
where it is remarked that carefully chosen significant genes are more profitable 
in explaining this molecular problem using deep learning. The study has 
attained the maximum precision and beats brilliantly in terms of recall, F-score, 
TP_Rate, fallout, and MCC. Hence, proposed paradigm is recognised as one of 
the best effective technique determining the outstanding recital with all the 
chosen micro-array gene expression datasets for significant obtained genes. The 
genes identified by integrated model are also validated using Kaplan-Meier 
survival graph to show their credibility in breast cancer prognosis. Survival 
analysis show that selected genes using integrated approach can separate 
luminal, non-luminal subcategory utilising various factors including age, 
disease free survival, and relapse free survival. 

Keywords: feature selection; deep learning; breast cancer; molecular subtype; 
SMOTE; best first search; CFS-BFS. 
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1 Introduction 

In bioinformatics field, the prediction of breast cancer (BC) is considered as one 
extremely substantial research areas. By tradition, categorisation of BC is merely relied 
on clinical testimony and needs diagnostic specialist knowledge for the biological 
analysis. The foremost task is the precise categorisation of cancers for enhancing 
medication and prognosis in medical cancer research. As per the details from centres for 
disease control and prevention (Miller et al., 2012), more than 1.7 million occurrences 
have initiated among females. With increase in age, there is a threat among women of age 
50 years and above are commonly discovered experiencing from the BC, but practically 
11% of the BC is now discovered amongst women under age of 45 years of age. In some 
cases, it has been found that BC is developed at a very early age which is a major concern 
for research as it results into physical and psychological burden (Dai et al., 2016; Gilbert 
et al., 2008). 

BC categorisation to its accurate subtype is essential for prescribing the finest 
conceivable medication to the patients. The prediction and prognosis depending on 
molecular subtype is such a valuable material concerning BC, which is quite vital in the 
ability to define its treatment strategy. Thus, an automated and accurate way to identify 
subtype of BC is required that may take advantage of computational intelligence. 
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Computer-aided diagnosis system (CAD) appears to be very beneficial for breast 
radiologists for encouraging diagnosis of cancer in terms of time and correctness (Gilbert 
et al., 2008; Lehman et al., 2015; Doi, 2007; Gromet, 2008; Lamba et al., 2021a; Jung  
et al., 2014). CAD-based classifier is essential to support health experts in the primary 
BC detection. An additional and accountable method to categorise BC gene expression 
differ on molecular genes, concluded by an examination referred to as PAM50 (Smith  
et al., 2002). In the beginning of 1970, categorisation of BC started with the status of 
estrogen receptor (ER). Additionally, other clinicopathological constraints such as lymph 
node metastasis, histological grade, tumour size, and three well-known indicators HER2, 
ER, and PR competed a crucial role in treatment choice. BC detection varies based on 
comprehensive study of intrinsic BC subcategory as LumB and LumA. LumA tumours 
are low-grade, luminal are ER+, HER2–, and PR+ tumours, LumB have high Ki-67, 
high-grade, PR–, PR+, and HER2– or HER2+ (Clark et al., 2011; Lamba et al., 2021b; 
Harris et al., 2012; Foukakis and Bergh, 2016; Lamba et al., 2022a; Metzger-Filho et al., 
2013; Lamba et al., 2021c) from the last two decades. 
Table 1 Facts of molecular sub-categories of BC 

Sub-categories Molecular subcategory comprehensive explanation 
Luminal A LumA develops slowly, commonly found among every race and age 

Good prognosis and low recurrence rate 
PR+, ER+, tumour grade 1 or 2, low Ki-67 value and HER2– 

Treatment is hormonal therapy (Lamba et al., 2021b; Harris et al., 2012; 
Foukakis and Bergh, 2016; Lamba et al., 2022a; Metzger-Filho et al., 2013; 

Lamba et al., 2021c) 
Luminal B LumB develop and diagnosed at younger age than LumA 

Marginally worse prognosis 
PR+, ER–, poorer tumour grade, HER2+/–, large tumour size, lymph node 

positive and high Ki-67 value 
Treatment is chemotherapy, hormone therapy focusing HER2 (Clark et al., 
2011; Lamba et al., 2021b; Harris et al., 2013; Metzger-Filho et al., 2013; 

Partridge et al., 2016) 
Normal Normal is equivalent to LumA and have low-level Ki-67 

Good prognosis and somewhat worse than LumA 
PR+ and/ or ER+ and HER2– (Dai et al., 2016) 

HER2– HER2– is diagnosed at young age in comparison to LumA and LumB 
Poor prognosis 

PR–, ER–, lymph node positive and HER2+ 
Treatment is combination of chemotherapy, surgery, and radiation therapy 

(Clark et al., 2011; Lamba et al., 2022a) 
Triple 
negative/basal 

Triple negative is found higher in females undergoing from BRCAI gene 
mutations and develop quicker than luminal cancer 

Worse prognosis 
ER–, HER2– and PR– 

Treatment is chemotherapy radiation therapy focusing non-HER2 (Clark  
et al., 2011; Lamba et al., 2021b; Harris et al., 2013; Lamba et al., 2021c) 
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In connection with such subtypes fluctuate in their complexity (genomic), prognosis and 
key genetic repetitions. The existence rate of LumA is healthier in comparison to the rest 
groups, as in all tumours, the low grade remains the constant sign. These sub-categories 
similarly arise in DCIS (ductal carcinoma in situ) (Clark et al., 2011). Detail’s 
explanation of molecular subtypes is described in Table 1. 

Exact molecular grouping is a critical phase towards the BC seriousness recognition 
due to: 

a existence of very limited methods like PAM50 for predicting molecular class of BC 

b uncertainty and inconsistency about number of molecular classes available for BC 

c preventing patients from undesirable high-priced therapies. 

Molecular classification is in research from many years however these classification 
techniques face various issues as: 

1 like over-fitting, high computation cost 

2 the dynamic nature of micro-array data may lead to dynamic and inconsistency in 
predicting BC subtype. 

As a result, this manuscript recommends an innovative and valuable method for 
identifying molecular subtype of BC using deep learning (DL). 

Classification of BC is a very vital task as it will help the patients to prevent them 
from going undesirable high-priced therapies. The present study is partitioned into 
subsequent sections, Section 2 is related work and literature review, Section 3 introduces 
the datasets, Section 4 introduced the proposed model explaining approach implemented 
in detail, Section 5 comprise of classification approaches, Section 6 describes the 
performance measure, Section 7 states experimental outcomes with biological validation 
using Kaplan Meier survival (KMS) model and discussion is included in Section 8, 
Section 9 concluded the paper as conclusion and future aspects. 

2 Related work 

To study about BC and its categorisation, a reasonable and trustworthy approach is 
necessary to enhance inconclusive medication. Classification continues to be a monitored 
learning that could support the scheme to study and categorise the new data from the 
information established on that learning. In literature, numerous classification algorithms 
like random forest, neural network (Cao et al., 2019; Wang et al., 2020; Lamba et al., 
2022b), support vector machine (SVM), etc. exist. Several research have utilised 
categorisation tactics for BC-associated difficulties stated as in year 1996, two methods 
C4.5 (Akay, 2009) and RIAC (rule induction algorithm) scored accuracy of 97.8% and 
96% respectively. Fuzzy genetic and neuro fuzzy techniques have achieved accuracy of 
97.36% and 95.06% respectively in 1999. Neuro-rule method in 2000 scored 98.1% 
accuracy. AIRS (artificial immune system) and big LVQ (optimised learning vector 
quantisation) obtained accuracy of 97.2 and 96.8% respectively. Supervised fuzzy 
clustering, SVM robustness (Polat and Güneş, 2007), SVM (Übeyli, 2007), and SVM 
along with feature selection (Geetika, 2012) have obtained good accuracy of 96.8%, 
98.53%, 99.54% and 99.51% respectively. Particle swarm optimisation (PSO) (Dheeba  
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et al., 2014), RS-BPNN (rough set relation) (Nahato et al., 2015) and deep belief NN 
(DBNN) (Abdel-Zaher and Eldeib, 2016) secured accuracy of 93.67%, 98.6%, and 
99.68% respectively. All these tactics have demonstrated encouraging results to a certain 
extent. 

Commonly medical data has suffered from the class imbalance dilemma; therefore, it 
leads to miscalculation (Zhang et al., 2019). Investigators have concentrated on the  
pre-processing tactic to make the innovative information balanced by means of  
over-sampling or under-sampling. SMOTE is one such technique that is being used along 
with numerous existing methods (Bunkhumpornpat et al., 2009). To reduce the noise 
generated by SMOTE, Verbiest et al. (2014) use fuzzy as a choice algorithm. For 
resolving the issue of imbalance data, Zeng integrate SMOTE with kernel into SVM 
(Zeng et al., 2009; Gandhi and Dhanasekaran, 2013; Jayachandran and Dhanasekaran, 
2014; Mahendran and Dhanasekaran, 2015). In 2011, to enhance SMOTE, Geo uses PSO 
and RBF to minimise the misclassification (Gao et al., 2011). To derive performance, 
Jeatrakul created SMOTE with a neural network (Jeatrakul et al., 2010). SMOTE 
integrated with SVM to outperforms low dimensional data in various instances (Rok and 
Lusa, 2013). Reflecting the significance of SMOTE in managing imbalanced dataset, 
present work has used SMOTE considering its benefits. 

The first step after the pre-processing is the extraction of relevant genes using an 
approach known as feature selection. After those extracted genes are utilised for 
categorisation. BC traditional approaches of classification use morphology to distinguish 
tumours in different category depending on behaviour and prognosis (Eliyatkın et al., 
2015). Molecular classification of BC is in continuous study from past 11 years. It has 
been noticed that multiple classification technique goes through overfitting, a lot of time 
is taken by training process and its computation seems to be too expensive (Tomar and 
Agarwal, 2013). In multiple areas of research concerned with genomics, DNN has been 
implemented magnificently (Dong et al., 2019; Arisdakessian et al., 2019; Abdel-Zaher 
and Eldeib, 2016). In modern studies, DNN has been utilised using denoising 
autoencoder with micro-array gene expression datasets of BC (Kumar and Misra, 2019). 
In Mendez et al. (2019), DL successfully carried out linear regression for obtaining 
important genes and achieved higher accuracy in comparison to various shallow learning 
technique to the categories of ER– and ER+ (Alakwaa et al., 2018). Taking into 
consideration the benefits of deep neural network-based method, this manuscript used DL 
in a supervised stage to construct the proposed model. In most bioinformatics issues, DL 
has performed well by choosing the suitable genes (Chen et al., 2020; Lamba et al., 
2018). Hence, utilising the tactic of best-first and correlation gene selection in the 
proposed model to obtain the most important and significant relevant genes. 

3 Datasets 

The experimentations are implemented on micro-array datasets given in Table 2, gathered 
from National Center for Biotechnology Information (NCBI) advances (Sayers et al., 
2021). Micro-array datasets consist of complex and high-number of genes. The 
mentioned datasets experience dimensionality curse as the samples are too less in 
comparison to number of genes. It also suffers from data imbalance problem. Molecular 
class wise distribution of experimental dataset is detailed in Table 3, where molecular 
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subcategories like normal, claudin and HER2 are having very less count of samples as 
depicted in figure 1, hence giving an additional challenge in the task of classification. 
Table 2 Description of experimental datasets 

Datasets GSE10886 GSE20262 GSE21997 GSE25055 GSE18229 Total 
No. of genes 16,381 13,342 16,381 13,497 12,612  
No. of samples 120 174 31 329 212 866 

Table 3 Number of samples in molecular types of different datasets 

Molecular category GSE10886 GSE20624 GSE21997 GSE25055 GSE18229 Total 
HER2 12 19 5 40 22 98 
LumA 51 67 4 99 70 291 
LumB 26 45 4 43 37 155 
Claudin 10 13 7 0 19 49 
Basal 12 24 5 122 32 195 
Normal 9 6 6 25 32 78 
Total 120 174 31 329 212 866 

Figure 1 Description of molecular subcategory distribution in dataset (see online version  
for colours) 

 

4 Proposed model 

In this study, CFS-BFS is used to select genes according to molecular subtype of BC and 
followed by DL for classification task. Detailed steps are as follows: 

a Firstly, probe-ids are mapped with gene names followed by normalisation of data 
using function known as min-max. Once the normalisation is done, discretisation is 
followed by SMOTE to balance the minority class with the help of k-nearest 
neighbour. 

b Secondly, for searching and evaluator, best-first search (BFS) and correlation-based 
searching (CFS) are used respectively in feature selection. 
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c Thirdly, after obtaining the relevant genes, DL is used with soft-max activation 
function to perform the classification. 

d Performance of newly proposed model with multiple shallow learning techniques 
using the selected genes on various parameters. 

e Using KMS model to evaluate the prognosis of BC patients depending on age,  
over-all survival (OS), and disease free survival (DFS). 

Figure 2 represent the flowchart of proposed model. Datasets given in Table 2 belongs to 
distinct platform, i.e., GEO platform (GPL) 

Figure 2 Flowchart of proposed method (see online version for colours) 
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4.1 Data normalisation 

Gene mapping using GEOquery in R (Allaire, 2012), the probe-ids are replaced with 
gene names utilising gene mapping. Data is normalised between [0, 1] using min-max 
function. This function is expressed using equation (1), where a represents the gene 
intensity of any sample, min(a), max(a) represent the minimum and maximum value of 
gene intensity, respectively. This is followed by discretisation. 

min( )
max( ) min( )

a aNormalise
a a
−=

−
 (1) 

4.2 Discretisation 

The need of discretisation arises when converting continuous value to discrete values. 
Discretisation is presented by Setiano and Liu, statically clarified heuristic technique 
recognised as chi2 (chi-square) (Tsai and Chen, 2019). It is a statistical characteristic that 
is predetermined and arranged by introducing each gene cost into its interval as expressed 
in equation (2) is termed as chi-square to identify whether relative frequencies of the 
multiple classes in adjacent intervals are adequate to justify merging. Formula for 
calculating the adjacent interval is given as: 

( )2
22

1 1

A ab ab
a b ab

A Ex
E= =

−=   (2) 

where A is count of molecular classes, Aab is the count of instances/values in ath interval 
of bth class. Eab is the expected frequency (probability count) of Aab calculated as: 

b
ab a

CA R
N

 = ∗ 
 

 (3) 

Ra is the count of instances in ith interval where 
1

.
C

abb
A

=  Cb is count of instances of 

class b and N is total count of instances. 

4.3 SMOTE 

The total samples are distributed not in the uniformity among the dissimilar groups of 
molecular subtypes in BC as defined in Table 3. Class imbalance is the difficulty 
associated with data, to resolve SMOTE (synthetic minority over-sampling method) is 
used. 

It generated synthetic samples via k-nearest neighbour to balance the minority class. 
Integration of discretisation and SMOTE helps in enhancing and improving outcomes 
(Jishan et al., 2015). The subsequent steps are followed to conclude the oversampling 
assignment: 

1 Discovering the minority class set N, for every x ∈ N, x is calculated by the 
Euclidean distance for k-nearest neighbour and every single sample present in N. 
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2 Every x ∈ N, the sampling rate R is agreed varying on the unbalanced ratio. R 
examples d1, d2, …, dz (R ≤ z) are preferred purposelessly including k-nearest 
neighbour, therefore produce the set N1. 

3 In every new example dz ∈ N1 (z =1, 2, 3, …, R), the stated formulation is applied to 
establish the new sample 

( )(0, 1)new zd d rand d d= + ∗ −  (4) 

where rand(0, 1) will produce a number in the range 0 and 1 and dnew is new example 
generated to balance the minority class. 

4.4 Feature selection method 

As soon as the data complete the pre-processing steps, choosing most important and 
relevant genes play an epic role in the performance of classification (Lamba et al., 2020, 
2023). For selecting these important genes, a proposed model is taken into consideration 
consisting of BFS as method of searching and CFS as method of gene evaluator. Wrapper 
feature selection approach is BFS with the supervision of supervised feature selection. 
Choosing important genes by indicating the appropriate algorithm which will suits well 
with the data plays a very crucial role. Algorithm faces multiple issues while learning, to 
choose the best genes subgroup by selecting and rejecting gene. 

Therefore, discovering the finest working of the learning algorithm is the objective. It 
is utmost significant to determine the association amongst feature-to-feature associativity 
and feature subset selection. It aids in finding the optimal feature personalised to a 
machine learning (ML) algorithm. 

In proposed feature selection method CFS uses correlation coefficients that search for 
genes which are the extremely correlated with all their predecessors. It starts with 
constructing a subgroup of genes with the attribute, i.e., the most associated with the 
others. Formerly, correlation coefficients amongst the chosen feature and the rest of the 
parameters are calculated. The attribute with the maximum correlation value is 
designated as the second feature. The obtained subgroup of two genes is additional 
extended by adding the attribute of the correlation coefficient with the higher value 
between the subgroup and remaining parameters. The procedure of appending the genes 
of the higher correlation values is repeated unless all the correlation coefficients 
designate statistically significant dependencies (respective values exceed thresholds) or 
the count of genes in the subgroup is equal to the determined percentage of the total count 
of attributes. 

CFS is one of the most credible that helps in creating ranking of genes subsets 
according to the association depending on empirical estimation function. CFS computes 
feature-feature and feature-class association to establish the matrix in the micro-array 
datasets. The basis of estimation measure is confronting the subgroups which comprise of 
genes genuinely unmatched in conjunction with each other and similar with class. 
Inappropriate genes are those having low association with the class, such genes are 
disregarded. Unwanted genes are retained out as they are enormously one or more with 
the remaining genes (Wosiak and Zakrzewska, 2018). The consent of a gene typically be 
subject to the degree it will forecast the correct output in a zone of the illustration space. 
Though, in circumstances where certain extremely prognostic genes stood excluded 
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might worsen the performance of ML. Pr stand for CFS’s feature subgroup estimation 
function defined in equation (5): 

( 1)
rcf

r
rff

l
P

l l l
=

+ −
 (5) 

Pr is empirical ‘merit’ of a feature subcategory r, comprising of l genes, rcf  signify as 

average correlation value between feature and class association and rff  signify average 
correlation value among two genes. 

Equation (5), represent the correlation coefficient. It is shows that the correlation 
between feature and class variable is a function of the number of genes in the composite 
and magnitude of the inter-correlation among them, together with the magnitude of the 
correlations among genes and the class variable. Entering two illustrative values for rcf  

in equation (5), and allowing the values of l and rff  to vary. 
Based on the Pr, few observations are made: 

1 Greater the correlations among the genes and the class variable, the greater the 
correlation between composite and the class variable. 

2 The lower the inter-correlations among the components, the higher the correlation 
between the set of genes and the class variable. 

3 As the number of genes in the composite increases (considering the additional 
components are the same as the original components in terms of their average 
intercorrelation with the other genes and with the class variable), the correlation 
between the set of genes and the class variable increases. 

Experiments reveals CFS provide similar outcomes to the wrapper, which outpaced 
properly on small datasets (Li et al., 2017). Furthermore, CFS accomplishes several times 
more rapidly than wrapper hence, CFS is applied to choose the ultimate appropriate genes 
of the complete datasets as labelled in Table 4. 
Table 4 Count of gene chosen in five micro-array datasets 

Dataset GSE10886 GSE20624 GSE21997 GSE25055 GSE18229 
Gene selected 71 102 105 96 122 

The motivation of linking BFS with CFS as feature assessor is the fact that it facilitates in 
pinpointing the extremely beneficial genes, facilitates in eliminating noisy, inappropriate, 
and duplicate genes if their significance does not rely strongly on remaining genes. 
Integration of BFS and CFS improves eradicating fifty percent of the genes. Usually, 
classification accuracy is equivalent in manipulating the reduced group of genes in 
contrast with original set of genes. Hence, integrated approach initiates with an empty set 
and completes forward searching with the full cluster of genes. Later during backward 
searching it start investigating in directions at any phase, thereby deleting and adding 
genes. Algorithm explores the potential subgroup of genes utilising greedy hill climbing 
method enhanced through backtracking improvement. When recognising minimised and 
relevant genes, so subsequent duty is to classify the genes. 
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5 Classification method 

Numerous studies show good performance of DL aimed at categorisation task. DL is 
advantageous across other methods of ML specifically for large datasets. DL 
performance in complicated problems is much better. 

All these advantages have inspired us to discover DL for this multi-classification 
assignment. 

Figure 3 A DL-based BC classification (see online version for colours) 
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Architectural design of DL is demonstrated in Figure 3, influencing the count of neurons 
and concealed layers will be grounded on trial-and-fault rule. 

Input is the set of selected genes that are fed into the model for the learning process. 
Weights are provided to those genes which pay more attention towards learning, it is 
done through scalar multiplication among weight matrix and input layer. Then, transfer 
function is used to combine multiple inputs of genes into one molecular class output 
value. Further, processing is done through the hidden layer utilising the activation 
function, this layer is treated as intermediate layers which helps in doing all the 
computations. Multiple interconnected hidden layers can be used that follow trail and 
fault rule, in current model four hidden layer are used. This layer account for searching 
different hidden genes in the data. Output layer is consisting of molecular classes as 
LumA, LumB, normal, HER2, basal and claudin. 

The DL design has been built upon numerous computational layers. Every single 
layer acknowledges the input and utilises to produce the result. The result is nonlinear 
function comprising of linear grouping of regulated weight, threshold, and input layer in 
conjunction through the assistance of mistake that can propagated back. 

In forward propagation, every neuron result as a nonlinear computation of the 
weighted sum of the previous layer to which the neuron in an output, described in 
equation (6). 

( )i ii
z f ω y c= +  (6) 
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where yi signify the input of the activation, ωi signify the weight, c represent the bias and 
z indicate the activation output. 
Table 5 CM of classifier DL (see online version for colours) 

Confusion matrix HER2 LumA LumB Claudin Basal Normal Total 
HER2 95 1 2 0 0 0 98 
LumA 1 281 6 0 0 2 290 
LumB 2 7 143 2 2 0 156 
Claudin 1 0 1 46 1 0 49 
Basal 1 2 1 0 191 0 195 
Normal 2 4 0 1 0 71 78 
Total 102 295 153 49 194 73 866 

Significant role is played by activation function because of amalgamation of random 
linear pattern/model. To find the solution of complicated problem, activation function 
changed to nonlinear. Numerous activation functions are available such as rectified linear 
unit (ReLu), tanh, sigmoidal, etc. although ReLu required a lesser amount of time for 
computation and delicate. Crucial advantage of utilising ReLu, it assists in lessening the 
interconnectedness of principles that results in overcoming the existence of overfitting 
and is causing the rarity of the network. ReLu equation is described as: 

max( , 0)ReLuf x=  (7) 

When the existing propagation gets finalised, Mcxent as loss function used to discover 
the difference between the objective and the forecast amount to assess the projected 
model effectiveness. The output of the concealed layer is a likelihood dispersion with 
SoftMax function. It is used to generate output as variety of chances. The result provides 
the likelihoods of every class and uppermost likelihood in goal class of multi-class 
problem. 

SoftMax is stated in equation (8), where zi denotes to the amount of every element in 
a logit and e is a numerical constant. It helps as it switches the output layer as likelihood 
dispersal (Chung et al., 2016; Lamba et al., 2021d). The sum of component of output S(zi) 
is 1. Ten-cross validation (Arlot and Celisse, 2010) is applied to validate the experimental 
results. 

( )
i

j

z

i z
j

eS z
e

=


 (8) 

6 Performance measure 

Numerous metrics are utilised to assess the proposed model depending on confusion 
matrix (CM). CM mentioned in Table 5, helps in comprehending the efficacy of the 
model in term of Mathew’s correlation coefficient (MCC), sensitivity, precision, fallouts, 
and f-score. The elements of CM are true negative (TN) appears incorrect but it is true. 
True positive (TP) appears correct but it is true. False negative (FN) is predicted incorrect 
and it is incorrect. False positive (FP) is predicted accurately and seems to be incorrect. 
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Recall/sensitivity is defined number of truly categorised right/correct by total number of 
positive. 

TPSensitivity Recall
P

=  (9) 

F-score facilitates to assess the twice the product of recall (R) and precision (P) divided 
by sum of precision and recall. 

(2 )-
( )

P RF score
P R
∗ ∗=

+
 (10) 

MCC helps to overcomes the category imbalance dilemma. 

( )
( )0.5

( ) ( )
( )( )( )( )

TP TN FP FN
MCC

TP FP FN TP FP TN FN TN

∗ − ∗
=

+ + + +
 (11) 

Accuracy is measure of precise and correct pointer, and it provide the straightforward 
detail of the classifier such as how several genes are not classified accurately, and 
formulated as: 

TP TNAccuracy
TP TN FP FN

+=
+ + +

 (12) 

The average of balanced accuracy for each class predicted as per formulation: 

2
Recall SpecificityBalanced accuracy +=  (13) 

Specificity/fallout is count of TN divided by total count of negatives. 

TNFallout
N

=  (14) 

7 Experimental outcomes 

The result produced by classification methods before feature selection are mentioned in 
Table 6, where SVM shown better precision results (highlighted in italic). Utilising the 
advantages of feature selection in reduction of dataset and improving the classification 
methods results are clearly seen better in case of CFS-BFS mentioned in Table 7. 

The proposed model shows a better result with CFS-BFS feature selection method 
and accuracy of five micro-array datasets with DL is highlighted in Table 7. 

The projected DL paradigm takes led to the finest performance in case of molecular 
subtyping where the results corresponding to various classifiers and performance 
measures are highlighted in Tables 8–10. 

The performance result of sensitivity is approx. 99% with basal and normal subtypes. 
Fallout is minimum for LumA and normal as 0.0164% and 0.0014% respectively. 
Highest precision is achieved as 0.9672%, 0.94% and 0.9818% for LumA, LumB and 
normal respectively. We have attained satisfactory outcomes with 0 percentage fallout on 
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claudin subtype. In case of basal subtype, recall is 0.9934%. The value of MCC is 
0.9918% on normal subtype. The result of F-score is 0.9682%, 0.9374% and 0.9638% for 
LumA, LumB and normal respectively. 
Table 6 Precision performance of classifiers before feature selection 

Datasets/classification 
algorithms GSE10886 GSE20262 GSE21997 GSE25055 GSE18229 

DL 0.746 0.729 0.729 0.79 0.814 
SMO 0.787 0.82 0.822 0.825 0.864 
BayesNet 0.65 0.704 0.704 0.757 0.654 
J48 0.671 0.565 0.565 0.684 0.729 
Random forest 0.579 0.681 0.69 0.721 0.784 
PART 0.624 0.601 0.601 0.691 0.701 
Filtered classifier 0.576 0.615 0.615 0.691 0.705 

Table 7 Accuracy of feature selection methods using DL classifier 

Datasets CFS + Subset_Forward Filtered_Attribute + BFS CFS_BFS 
GSE25055 0.832 0.853 0.949 
GSE18229 0.826 0.885 0.948 
GSE10886 0.845 0.822 0.983 
GSE21997 0.736 0.72 1 
GSE20624 0.7336 0.855 0.937 

Figure 4 Precision of DL in comparison to other ML methods on molecular subtypes  
(see online version for colours) 
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Out of total samples, luminal (LumA and LumB) are 51.5% and non-luminal (basal, 
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Performance of DL in comparison with shallow ML methods are evaluated using 
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a overall precision corresponding to molecular subtypes 

b balanced overall precision 

c fallout corresponding to various molecular subcategory 

d unclassified samples. 

All the above points are mentioned in Figures 4–7 for various classifiers. Balance 
precision helps to overcome the problem of imbalanced data. Perfect precision is 
achieved with zero misclassified samples by random forest, Bayes net, SMO, Bayes net, 
RBF network, and DL. In comparison to all the mentioned classifiers, DL has shown the 
minimum count, i.e., 0.0450% of samples are misclassified for 866 samples. Among 11 
classifiers, the performance of SMO and DL have shown respectable performance in 
standings of TP_Rate, fallout, recall, precision, MCC and F-score. 

Figure 5 Precision of DL in comparison to other ML methods on five datasets using balanced 
accuracy estimated by mean of balanced precision per class (see online version  
for colours) 
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Figure 6 Line plots of fallout of molecular subcategory using 11 ML methods on five datasets 
(see online version for colours) 
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Figure 7 Unclassified samples of each micro-array datasets (see online version for colours) 
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Table 8 Performance of TP_Rate in case of molecular subtypes 

TP_Rate/sensitivity HER2 LumA LumB Claudin Basal Normal 
Deep learning 0.9774 0.9662 0.9386 0.7602 0.9914 0.9918 
Naïve Bayes 0.9556 0.9306 0.902 0.7432 0.9624 0.9528 
PART 0.7188 0.7036 0.6322 0.5766 0.907 0.7142 
RBF_Network 0.951 0.9502 0.9214 0.7406 0.9774 0.9464 
BayesNet 0.9582 0.9312 0.9088 0.7504 0.9636 0.956 
LibSVM 0.9432 0.8186 0.8762 0.7464 0.9736 0.9216 
Random forest 0.9004 0.921 0.8698 0.7214 0.9296 0.877 
Filtered classifier 0.7036 0.6854 0.5718 0.5702 0.8628 0.7618 
SMO 0.972 0.9312 0.9138 0.7942 0.9724 0.9552 
MultiClassClassifier 0.8226 0.8226 0.7332 0.739 0.8646 0.8062 
J48 0.7036 0.6854 0.5718 0.5702 0.8628 0.7618 

Table 9 Performance of F1-score in case of molecular subtypes 

Classifier/molecular types HER2 LumA LumB Claudin Basal Normal 
Deep learning 0.9656 0.9682 0.9374 0.7636 0.9816 0.9638 
Naïve Bayes 0.9602 0.9544 0.9168 0.7458 0.975 0.946 
PART 0.7182 0.7542 0.709 0.5706 0.8944 0.7244 
RBF_Network 0.9562 0.9678 0.9352 0.7598 0.9754 0.93 
BayesNet 0.9626 0.955 0.9224 0.7526 0.976 0.949 
LibSVM 0.9158 0.8776 0.8964 0.7566 0.984 0.9018 
Random forest 0.9146 0.9466 0.8824 0.7356 0.9454 0.853 
Filtered classifier 0.7104 0.7498 0.6202 0.574 0.8728 0.7666 
SMO 0.975 0.956 0.9184 0.7946 0.9832 0.9478 
MultiClassClassifier 0.8478 0.8778 0.7844 0.7228 0.8978 0.8182 
J48 0.7104 0.7498 0.6202 0.574 0.8728 0.7666 
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Table 11 lists the parameters that are employed in ML methods. Entire experimentation is 
done on Weka 3.9.4 (Hall et al., 2009) and R studio 1.2.5019 (R Core Team, 2013). 
Table 10 Performance of MCC in case of molecular subtypes 

Classifier/molecular types HER2 LumA LumB Claudin Basal Normal 
Deep learning 0.9774 0.9666 0.9364 0.7602 0.9826 0.9918 
Naïve Bayes 0.9556 0.931 0.8972 0.7414 0.9696 0.9416 
PART 0.6736 0.6764 0.6598 0.5394 0.8694 0.71 
RBF_Network 0.951 0.9506 0.9192 0.7578 0.9686 0.9256 
BayesNet 0.9582 0.9316 0.904 0.7486 0.9708 0.9448 
LibSVM 0.9056 0.852 0.874 0.7524 0.9808 0.9008 
Random forest 0.9052 0.9184 0.8568 0.7302 0.9344 0.8562 
Filtered classifier 0.6638 0.6734 0.5468 0.5426 0.8418 0.7468 
SMO 0.972 0.9328 0.9002 0.7942 0.9796 0.944 
MultiClassClassifier 0.8298 0.816 0.7338 0.72 0.879 0.8044 
J48 0.6638 0.6734 0.5468 0.5426 0.8418 0.7468 

7.1 KMS model 

Patients having luminal type cancer generally have better survival rate compared to  
non-luminal. Luminal type generally has ER+ whereas non-luminal has ER-status, so 
ER-group has poor prognosis (Lang et al., 2012; Dunnwald et al., 2003). To regulate if 
the genes selected using proposed model can distinct the non-luminal (bad prognosis) and 
luminal (good prognosis) patients, utilising the disease/relapse free survival rate 
(DFS/RFS) knowledge in the dataset, KMS plots are presented. KMS assessment is done 
using R-project package called ‘survival’ (Hall et al., 2009) to perform the survival 
analysis amongst luminal and non-luminal groups for the micro-array datasets, that 
generated the DFS curves as shown in Figures 8–11. Implementing KMS analysis for age 
and DFS survival shown in Figures 8 and 9. Figures 10–11, presents the KMS analysis 
for DFS/RFS survival luminal and non-luminal patient groups. Figures 12–13, presents 
survival analysis using Kaplan Meier using overall survival for separating luminal and 
non-luminal patients. Together survival analysis graphs in Figures 8–13 display great 
separation among the two prognosis groups. To evaluate the p-value, a log-rank test was 
evaluated that signify that lower p value is the superior separation among luminal and 
non-luminal subtypes. The log-rank statistical test yielded p-value of 8e–12, that had been 
statistically noteworthy (i.e., P < 0.001) and indicated respectable partition amongst the 
two groups shown in Figure 4(b). Comparably KMS scrutiny based on DFS, p-value is 
1e–13 that is significant statistically to a good difference among luminal and non-luminal 
groups. In overall survival attained p-value is 6e–09, i.e., significant statistically to give a 
good separation among luminal and non-luminal subcategory. 

These outcomes authenticate that proposed model is successful in dividing BC 
patients at the foundation of the DFS rate, into two diagnosis groups which can ascertain 
the patient’s expectation level for an event (relapsed at any site or died of disease). This 
consequently helps in easy identification of the patient’s group which might necessitate 
less or more hostile medication strategy. 
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Figure 8 KMS graph for patients of BC in the micro-array datasets for DFS vs. age  
(see online version for colours) 

 

Note: Incorporating the DFS rate with age that distinguishes good and poor prognosis 
groups. 

Figure 9 KMS graph for luminal and non-luminal patient groups in the micro-array datasets  
(see online version for colours) 

 

Note: Uniting the RFS rate to differentiate between luminal with ER+/good prognosis 
and non-luminal with ER–/poor prognosis groups. 

Figure 10 KMS graph for patients of BC in the micro-array datasets for relapse free survival vs. 
RFS_event (see online version for colours) 

 

Note: Incorporating the RFS rate with event that distinguishes good and poor prognosis 
groups. 
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Figure 11 KMS graph for luminal and non-luminal patient groups in the micro-array datasets  
(see online version for colours) 

 

Note: Incorporating the RFS rate to differentiate between luminal with ER+/good 
prognosis and non-luminal with ER–/poor prognosis groups. 

Figure 12 KMS graph for patients of BC in the micro-array datasets for overall survival  
(see online version for colours) 

 

Figure 13 KMS graph for luminal and non-luminal patient groups in the micro-array datasets  
(see online version for colours) 

 

Note: Incorporating the overall survival rate to differentiate between luminal with ER+/ 
good prognosis and non-luminal with ER–/poor prognosis groups. 
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Table 11 List of parameters of ML algorithms 

Machine learning algorithm Parameters 
Deep learning Num of epochs: 10 

Batch size: 100 
Activation function: ReLu 
Loss function: LossMcxent 

Naïve Bayes Batch size: 100 
Works on Bayes formula 

PART Batch size: 100 
Confidence factor: 0.25 

numFolds: 3 
MDL correction is used for finding splits 

RBF network Batch size: 100 
maxIts: –1 
minStd: 0.1 

numClusters: 2 
Basis function k-means (value is 2) clustering using linear 

regression and implemented using normalised Gaussian radial 
basis function network 

Ridge: 1e–8 
Bayes net Batch size: 100 

Estimator: SimpleEstimator, alpha = 0.5 and search algorithm  
= K2 

LibSVM SVM type: C-SVC 
Batch size: 100 

Kernel: radial basis function 
Nu: 0.5 

Random forest Batch size: 100 
Count of execution slots is 1 for constructing the ensemble, 

maximum depth of tree is zero (unlimited) and count of genes 
obtained as log2 (number of predictors) + 1 

Filtered classifier Filter used is discretise and classifier is J48 
SMO Batch size: 100 

Calibrator: logistic 
Epsilon: 1e–12 

Filter type: normalise 
Kernel: polykernel 

Tolerance parameter: 0.001 
MultiClassClassifier Batch size: 100 

Classifier: logistic 
J48 Batch size: 100 

Confidence factor of 0.25 for pruning (smaller value incur more 
pruning) and MDL correction is used for finding splits 
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8 Discussion 

A key role in prognosis and diagnosis of BC is played by selecting important genes from 
thousands of genes present in the micro-array dataset. Molecular subtypes of BC are used 
in conjunction with the CFS-BFS approach to first choose key genes. Molecular subtype 
is discovered after significant genes are provided as input into the DL algorithm. DL has 
delivered incredibly promising results in a variety of criteria when compared to the 
outcomes of ML algorithms. Numerous hidden layers are preferred based on the number 
of genes, and the activation function utilised in the design is crucial for achieving 
consistent performance. Further the KMS model is used to display the BC prognosis. 
Depending on the subtype survival rate, such as luminal vs. non-luminal, luminal has a 
better prognosis than non-luminal. 

9 Conclusions and future scope 

The work concentrates mainly molecular BC classification where integrated feature 
selection along with DL has played a crucial role in overall performance. Due to the 
complexity of the micro-array datasets, it is observed that pre-processing plays an 
important role. Feature selection models have incorporated superiority of BFS and CFS 
method and selected very few significant genes and smote has taken care of class 
imbalance issue. Based on the proposed feature selection approach, all the chosen ML 
algorithms have achieved adequate results where DL have given excellent results with the 
short-listed genes. DL model is extremely scalable; though, the learning time needed 
through DL is very high. Categorising the molecular subtypes into luminal and  
non-luminal subcategory helps in deciding its prognosis. For prognosis purpose KMS 
model shows that patients suffering from luminal type of BC have better chances of 
survival in comparison to non-luminal. 

Potential future effort is required to discover more in-depth information about BC 
diagnosis exploring more feature selection and DL architectures. Because of the resilient 
architecture of DL, it could be utilised to acknowledge heterogeneity in multiple type of 
cancer including BC. As feature selection tactic and DL architectures are compliant to 
enormous data therefore, they may be able to be helpful in scrutinising more complex 
data thus giving solution in understanding complex disease. 
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