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Abstract: Diagnosing cardiovascular disease (CVD) in its early stages remains 
a challenge despite the existence of all medical technologies and devices that 
are being used. Besides the digitised form of collecting and organising data, 
prediction and diagnosis are two stumbling blocks in CVD. This study explores 
statistical machine learning models with a multimedia health care approach 
using AI to predict risk factors of heart diseases associated with type 2 diabetes 
mellitus (T2DM). This study investigates an efficacy of a mathematical model 
to perform attribute evaluation using information criteria-based selection in 
LASSO regression. The present study implements the deep learning algorithm 
using a multilayer perceptron (MLP) classifier with Gaussian process 
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classification (GPC) that provides probabilistic predictions in terms of linear 
and non-linear functions. The performance of the classifier is evaluated using 
precision, recall and accuracy metrics. The proposed classification model yields 
93.59% accuracy of 10 cross-validations assorted with sigmoid function for 
better analysis. 

Keywords: AI; artificial intelligence; CVD; cardiovascular disease; 
multimedia health care; feature selection; T2DM; type 2 diabetes mellitus. 
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1 Introduction 

People with type 2 diabetic mellitus (T2DM) are often more prone to be diagnosed with a 
cardiovascular disease (CVD). According to the National Heart Association (NHA),  
it has been reported that nearly 65% of the patients with diabetes complaint die due to 
heart disease. CVD occurs when the heart is incapable of pumping the required amount 
of blood to other parts of the body [1]. The cardiovascular system comprises arteries, 
capillaries, and veins which work together to provide blood circulation throughout the 
entire body [2]. Specific abnormalities in the blood circulation from the heart may lead to 
CVDs. These may damage the heart and the blood vessels [3]. In recent years, there has 
been a remarkable increase in heart diseases among middle-aged people whose age 
spanning between 30–40 years old due to some significant factors [4] such as improper 
food habits, insufficient sleep, depression, unbalanced diet, family background, high 
blood pressure, high cholesterol, smoking and exhaustive nature of job [5]. According to 
the World Health Organization (WHO) report on CVD prevention and control, CVDs are 
considered the leading cause of mortality all over the world [6]. The symptoms of CVD  
include short breath, physical weakness, fatigue with relevant signs, some abnormalities 
in cardiac functioning, and others [7]. Over the years there have been a lot of medical 
data collected and provided by the health care industry that can be utilised to implement 
machine learning algorithms to be able to identify a CVD in its early stages [8]. 
Diagnosing CVD and imparting treatment is very difficult due to the lack of diagnosing 
apparatus and physician scarcity which in return are affecting the prediction and 
treatment of the concerned patients in the early stages of the disease [9]. Similarly, 
diabetes mellitus is one of the chronic conditions that prevail due to insufficient or 
ineffective use of the insulin produced by the body. When compared with patients 
without diabetes, individuals with M2TD possess a higher risk of CVD [10]. T2DMis 
considered as one of the important risk factors of CVD [11]. It has been estimated that 
nearly 415 million people across the world suffer from this disease and their age falls 
between 20 and 79 years old. This poses a critical risk factor in a human’s life and can 
increase the mortality rate [12]. Many machine learning models have been developed and 
reported in various research works. Some of the machine learning models are support 
vector machine (SVM), logistic regression (LR), K-nearest neighbour (KNN), artificial 
neural networks (ANNs), and Adaboost (AB) [13, 14] have been utilised in predicting 
and diagnosing heart disease. Implementing these machine-learning techniques is useful 
in reducing the mortality ratio due to heart disease to a certain extent [15]. On the other 
hand, traditional based approaches are lagging in providing better results in predicting 
and diagnosing CVDs. Thus knowledge mining with a deep learning-based prediction 
model contributes a lot in predicting and monitoring the CVD patients from the time of 
admission [16]. In some hospitals, real-time facial disorders detection(RFDD) are made 



   

 

   

   
 

   

   

 

   

    Diagnosing cardiovascular disease via intelligence 185    
 

    
 
 

   

   
 

   

   

 

   

       
 

available as public cameras to take images of the patients and are processed using WiFi 
services in the Internet of Things (IoT) environment to read the patients’ facial disorders 
currently utilised by dermatologists expert [17]. 

In the proposed work, preprocessing is carried out with subspace clustering and RBF 
model to solve the data imputation. Principal component analysis (PCA) with the LASSO 
model is deployed for feature selection. Deep learning-based MLP with Gaussian  
process classifier (GPC) is implemented for classifying the target variables described in 
Section 3. 

2 Literature review 

Singh et al. [18] developed a model for an effective heart disease prediction system 
(EHDPS) using a neural network for risk level prediction of heart disease. The model has 
undertaken 15 attributes. The system also predicts the correlation between medical 
factors and the disease pattern. The model is deployed with the multilayer perceptron 
(MLP) with backpropagation for training the dataset. 

Singh et al. deployed a new algorithm for feature selection where the features are 
selected based on the Correlation method. It is named Correlation-based feature selection 
(CFS) and is considered the best evaluator where only the subset of original features is 
selected. The method is embedded with the best first search method to reduce the 
dimensionality [19]. Chi-square statistical method was also utilised to better select the 
significant features [20]. 

Olaniyi and Oyedotun [21] deployed a three-step model on the ANN-based algorithm 
to predict the CVD and achieved 88.89% classification accuracy. 

Jabbar et al. [22] proposed a novel system diagnosing heart disease by implementing 
the MLP classifier, an ANN with backpropagation technique and feature selection 
algorithm. 

Samuel et al. [23] proposed a hybrid model with ANN and fuzzy AHP for a decision 
support-based medical system. This integrated model deployed a machine learning 
algorithm, namely ANN, the fuzzy analytical hierarchical methodology by achieving 
91% of classification accuracy. 

Anitha and Sridevi [24] proposed a framework for heart disease prediction by 
implementing machine learning techniques in the R tool. The techniques such as SVM, 
KNN and Naïve Bayes (NB). The experimental results reveal that the NB classifier 
produces more accuracy in predicting heart disease than the SVM and KNN. 

Sathish Kumar and Padmapriya [25] proposed a prediction in terms of similarities of 
CVD by implementing the ID3 algorithm over television and mobile phone. 

Rajesh et al. [26] proposed a Naïve Bayes model giving all possibilities that produced 
accurate results. The results of the NB algorithm would be accurate only when data is 
properly cleaned and well maintained. 

Annepu and Gowtham [27] designed a framework using a machine learning model 
called RF for heart disease prediction. Cleveland datasets were used for training and 
testing the samples. Totally 303 instances with 9 features were exploited for analysis. 
Experimental results were obtained using the graphical user interface (GUI) under visual 
studio code. But the model could predict up to 50% of heart diseases. 

Narain et al. [28] proposed a comparison amidst two methods in heart disease 
prediction. The author devised the Framingham risk score (FRS) and quantum neural 
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network (QNN) techniques. A heart disease dataset with 689 instances was trained, and 
the study was implemented in 5209 samples taken from the University of Washington. 
The QNN architecture was designed with one output node and 7 input nodes. A total of 8 
hidden nodes were identified. Finally, the model proved that the QNN model achieved 
higher accuracy than the FRS model. 

Gudadhe et al. [29] proposed a deep learning model MLP and SVM for heart disease 
classification and obtained an accuracy of 80.41%. 

Jacob et al. [30] proposed an artificial muscle intelligence with deep learning 
(AMIDL) system that integrates the user intensions with help of artificial muscle 
movements in an effective method to enhance the performance. Electroencephalogram 
(EEG) sensors are inserted in the human body for analysing the movements with a 
microcontroller and transcutaneous electrical nerve stimulation (TENS) equipment. 

Similarly, Kahramanli and Allahverdi [31] launched a hybrid technique that 
integrates neural networks and fuzzy and obtained a classification accuracy of 87.4%. 

A genetic algorithm associated with a recurrent fuzzy neural network is implemented 
for diagnosing CVD producing an accuracy of 97.78% [32] and designed a hybrid model 
that integrates Naïve Bayesian classifier and particle swarm optimisation (PSO) for heart 
disease prediction. The model was trained with 270 observations with 14 attributes. The 
experimental results proved that the NB classifier with the PSO model for feature 
selection provided more accuracy [33]. 

Al-Turjman et al. [34] proposed a 5G-inspired Industrial Internet of Things (IIOT) in 
the health care domain. This enables the user to interact with different types of sensors 
through wireless medical sensor networks (WMSNs). And for providing security the 
author has devised a context-sensitive seamless identity provisioning (CSIP) framework 
for IIOT [35]. 

Chakraborty and Abougreen [36] reported that AI technology can be used as a 
trustworthy for detecting COVID-19 by diagnosing using CT images and X-ray. Besides 
the author claimed that machine learning (ML) can be deployed in predicting and 
segmenting the COVID-19 features and also supports for drug discovery procedure 
reducing the clinical failures. 

Despite many ML models launched and discovered for predicting the CVD, the study 
herein focused on the embedded model of combining the two classifiers for boosting the 
performance of feature optimisation with the statistical algorithm to proliferate the 
prediction accuracy. The proposed model solves the data imputation problem by 
implementing the subspace clustering with the RBF model and the prediction accuracy is 
improved by integrating the MLP classifier with the GPC model. 

3 Methods and materials 

Cleveland dataset and diabetes dataset are utilised in this research. These datasets are 
available online at the UCI repository [37]. The dataset comprises 76 attributes, among 
which 14 attributes of 303 patients are used. The patient’s name and social security 
number have been removed for confidentiality. In the diabetes dataset, there are 390 
instances with 19 attributes. Thus, the extracted dataset comprises the integrated features 
to classify CVD patients with T2DM. A description of the dataset that has been deployed 
in this research process is shown in Table 1. 
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Table 1 CVD feature description of Cleveland dataset 

Feature code no Feature Description 
#3 Age Age in terms of years 
#4 Sex 1 = male; 0 = female 
#9 CP Chest pain type (Val = 1 to 4) 
#10 trestbps Resting blood pressure (in mm Hg) 
#12 chol Serum Cholesterol in mg/dl 
#16 fbs Fasting blood sugar > 120 mg/dl (1 = T;0 = F) 
#19 restecg Resting electrocardiographic results 
#32 thalach Maximum Heart rate achieved 
#38 exang Exercise-induced angina (1 = Y; 0 = N) 
#40 oldpeak ST depression induced by exercise relative to rest 
#41 slope The slope of the peak exercise ST segment 
#44 ca Number of significant vessels (0–3) coloured by fluoroscopy 
#51 thal 3 = Normal;6 = fixed defect;7 = reversible defect 
#58 num Diagnosis of heart disease (Angiographic disease status) 

The proposed method aims at classifying CVD patients with diabetes. The dataset is pre-
processed by subspace clustering and RBF model for solving missing data imputation by 
mean and median mode. After pre-processing, the CVD and diabetes features are selected 
by principal component attribute evaluator (PCA) [38]. The features are also resampled 
using information criterion-based selection under the LASSO regression model. MLP is 
then implemented with Gaussian processing classification (GPC) and stochastic gradient 
descent (SGD). GPC is forked out with probabilistic prediction. The proposed method is 
structured into five stages:  

a data pre-processing 

b feature selection 

c statistical evaluation with cross-validation (CV) 

d classification 

e performance evaluation.  

Figure 1 shows the architecture of the proposed model. 

3.1 Data normalisation 

Data imputation is carried out using RBF kernel for the diabetes dataset and subspace 
clustering for the Cleveland dataset to find valid clusters and to reduce the redundancy 
dimensions. There are 76 features where they are imputed to 14 relevant features. With 
RBF kernel, the dataset was normalised using Euclidean distance to reduce the feature 
space where the two samples y and y’ represent feature vector such as the RBF kernel, 
which can be defined as: 
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 (2.1) 

Figure 1 Architecture diagram of the proposed model (see online version for colours) 

 

3.2 Feature selection 

Proper feature selection is necessary to improve the performance of the classification. If 
feature selection was not performed, irrelevant features [39] may affect the performance 
of the classifier. An efficient attribute evaluator, namely principal component attribute 
(PCA) is implemented to evaluate the features by constructing a correlation matrix [40] 
ranking 10 attributes among the 14 features with an eigenvector. To estimate the sparse 
coefficients, a linear LASSO regression model is performed by implementing the Akaike 
information criterion (AIC) and Bayes information criterion (BIC) for computing optimal 
value with 10-fold cross-validation (CV) method. This method regularises the parameter 
α of the LASSO estimator. For computing, in this model two algorithms are mainly used, 
namely Gradient descent and Lars which produce approximately the same results but 
only differ in speed. Meanwhile, gradient descent is mainly used to solve the linear and 
non-linear equations and quadratic minimisation problem using linear least squares. It is 
solved by: 

 0Ay b− =  (2.2) 

where A and b are Euclidean norms applied to find the local optimal step size α for every 
iteration with the ratio of maximum to minimum eigenvalues of A with y as samples. This 
minimising function is defined as: 

 ( ) 2| |f x Ay b= −  (2.3) 

3.3 Classification 

The proposed work is carried out with MLP using an SGD algorithm embedded with 
GPC, and it is compared to three classifiers: logistic regression (LR), random forest (RF) 
and Adaboost (AB). Their performance is estimated with the performance metrics: 
precision, recall and accuracy. 
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3.4 Multilayer perceptron (MLP) 

Total samples of 303 patients with 10 extracted features were taken as training samples 
with 2 target values. MLP is a deep learning model that solves non-linear problems and 
can be applied for complex paradigms due to its supervised learning with a 
backpropagation algorithm. Figure 2 depicts the MLP architecture with many input layers 
with one or more hidden layers with output layers. For each layer, an independent weight 
is assigned with the corresponding hidden layer. 

Figure 2 The architecture of MLP with backpropagation model (see online version for colours) 

 
Let ( ) ( )1 1 2 2, , ,  ( , )n nsx sy sx sy sx sy…  where isx ∈ℝm (where R is a regularisation function 
and Rm regularisation for the model parameter and isy  ∈ {0,1})  be used for 
classification. The linear scoring function with model parameters 1a , 2a  is given by: 

 ( ) 1 2 ( . )Tf sx a a x b= +  (2.4) 

where 1a , 2a ∈ ℝm, b ∈ ℝ. The model is trained using SGD to solve the optimisation 
problem. This algorithm iterates over training samples, and updates the model parameter 
for every sample according to the update rule presented as below: 

 ( )αη ∂ ∂⎛ ⎞= − +⎜ ⎟∂ ∂⎝ ⎠

R w Lw w
w w

 (2.5) 

where w is a partial loss, L is loss function in-network, α  is parameter and η is a 
learning rate that controls the step size in the parameter space search. With 303 samples 
and 14 features, one hidden layer and one neuron MLP, the updated function becomes as 
given below: 

 ( ) ( )2 1 1 2 n
nF x w g w sx a a= + +  (2.6) 

where 1
nw ∈ ℝm and 2 1, w a , 2a  ∈ ℝ are model parameters. Here w1 and w2 denote weights 

of the input layer and hidden layer respectively, where 1a , 2a  indicates the bias that is 
added to the hidden layer and output layer [41] correspondingly. Figure 3 propounds the 
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training classes using the MLP algorithm by assigning weight values. R is an activation 
function. The gradient Loss function concerning weights is computed and reduced from 
w. From equation (2.5), the regularised training error can be minimised by: 

 ( )
1

1, ( , ( )) ( )
n

i i
i

E w b L sy f sx R w
n =

= +∑  (2.7) 

L is a loss function that fits the model and R regularisation function that reduces the 
model complexity. 

Figure 3 Deep learning algorithm using MLP architecture (see online version for colours) 

 

3.5 Gaussian process classifier (GPC) 

GPC is mainly used for probabilistic classification that performs binary classification 
based on training and prediction. It provides a GP prior with latent function F, to obtain a 
probabilistic classification. This function is so-called a nuisance function to remove the 
irrelevant values during prediction. In our proposed model, two datasets are integrated to 
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predict CVD patients whose risk score of T2DM is high. The remaining features are 
eliminated using this latent function F. 

4 Results and discussions 

This section discusses the classification models and the outcome from the various 
classifiers with feature selection models. Figure 4 portrays CVD with age frequency and 
the target class. For classifying the CVD associated with T2DM, the diabetes risk score 
(DRS) is computed using five variables: age, blood pressure (BP), insulin, body mass 
index (BMI), and cholesterol. The risk score is integrated with the CVD features, and the 
weight is calculated with the product of the threshold level of 7 nodes using the sigmoid 
function and DRS as depicted in Table 2. The experimental results are well-formed using 
Python [42, 43] 

Table 2 Weight computation using gradient descent 

Feature code no. Feature GD Weight = T. level × DRS 
#9 cp 1.46 
#19 restecg 2.60 
#12 chol 3.58 
#44 ca 3.63 
#38 exang 4.62 
#16 FBS 5.96 
#10 trestbps 5.21 

Figure 4 Cardiovascular disease with AGE frequency vs. target class (see online version  
for colours) 

 

Among 76 features, 14 features are taken for feature analysis. Figure 5(a) and (b) 
represent the cholesterol and cardiographic results concerning the changes in the heart 
rate. 
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Figure 5(a) Cholesterol level vs. maximum heart rate achieved (see online version for colours) 

 

Figure 5(b) Resting cardio graphical results vs. maximum heart rate achieved (see online  
  version for colours) 

 

LASSO model for feature selection [44] along with PCA evaluator is utilised to select 10 
relevant attributes using the rank function and computing correlation matrix with 
eigenvalues. Information criterion-based selection is carried out in the feature selection 
stage by estimating AIC and BIC estimators with 10 cross-validations and it is presented 
in Figure 6. With a training time of 0.01 s, the relevant features are selected when the 
parameter α  which falls closer to 1. 

During pre-processing, the RBF kernel is implemented to impute missing data.  
The same RBF kernel is then used for training and testing the CVD data samples. The 
results initially and after optimisation are shown in Figure 7. The length scale is 
approximately fixed between 0.25 < x < 0.5. The initial kernel length scale is closer to 
approximately 0.25 while it is closer to approximately 0.5 for the optimised kernel state. 
And the probability prediction was also found to be around 1 exhibited by the RBF on the 
graph. 
 
 
 



   

 

   

   
 

   

   

 

   

    Diagnosing cardiovascular disease via intelligence 193    
 

    
 
 

   

   
 

   

   

 

   

       
 

Figure 6 Alpha – parameter estimation using AIC and BIC information criterion (see online 
version for colours) 

 

Figure 7 RBF kernel for training and testing data samples (see online version for colours) 

 

The proposed system classifies the training and testing samples with MLP classifier using 
SGD algorithm and proves that the proposed classifier correctly identifies 293 instances 
negating only 10 instances. The other models such as Logistic Regression, Adaboost, 
Random Forest classify 285, 265, 275 instances respectively. GPC classification supports 
probabilistic prediction in the hidden layer neurons; see Table 3. The corresponding 
graphical representation of the classifiers is shown in the Figure 8. 

Table 3 ML models for predicting target labels 

ML models Correctly classified instances Incorrectly classified instances 
Logistic regression 285 18 
Adaboost 265 38 
Random forest 275 28 
Multilayer perceptron 293 10 
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Figure 8 Performance of ML models in CVD classifications (see online version for colours) 

 

In the proposed model, three performance metrics have been used to estimate the 
efficiency of the classifier and they are presented in Table 4. In all three metrics, the 
proposed model MLP shows the highest score when compared with other ML models. 
The proposed model achieved a 92.65%, 89.34% and 95.59% for precision, recall and 
accuracy metrics respectively. 

Table 4 Performance comparison of four models 

Models Precision Recall Accuracy 
Logistic regression 68.34% 78.01% 85.05% 
Adaboost 75.45% 79.25% 89.21% 
Random forest 84.56% 87.15% 93.45% 
Multilayer perceptron 89.65% 89.34% 93.59% 

Figure 9 Precision vs. ML models (see online version for colours) 
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The performance of the classifiers is measured by splitting the samples into increments of 
50 samples such as 50, 100, 150 and 200 samples. Figure 9 illustrates the higher 
performance of the proposed MLP model in terms of precision measurement. The 
proposed model has resulted in an 89.65% precision, whereas other models have resulted 
in lower precision values. This shows that the other ML models have a higher chance of 
incorrectly classifying patients with CVD than the proposed model. 

Similarly, the recall and accuracy percentages have also been illustrated in Figures 10  
and 11 respectively. Figure 10 shows how the proposed model achieves a higher recall 
percentage when compared to the rest of the ML models including Logistic, Adaboost, 
and Random forest. The proposed MLP model reached 89.34% recall. 

Figure 10 Recall vs. ML models (see online version for colours) 
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Figure 11 Accuracy vs. ML models (see online version for colours) 
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Figure 11 shows enhanced improvement in terms of accuracy metric of 93.59% when 
compared to all existing competing models proving that the proposed model is efficient 
in classifying and predicting CVD patients integrated with T2DM dataset. 

5 Conclusion 

In this paper, the integration model of MLP with Gaussian process classification (GPC) 
was proposed for predicting CVD with T2DM. The model was implemented on 
Cleveland CVD and Diabetes dataset. Two feature selection models were launched for 
attribute evaluators. The feature selection was then effectively carried out using AIC and 
BIC information criterion-based selection algorithms for obtaining an optimised outcome. 
The RBF kernel model was utilised to improve the classifier performance and optimise 
the kernel. GPCs were embedded with MLP to enhance the probabilistic prediction of 
CVD patients. Four classifiers were compared and estimated using three performance 
metrics. The proposed MLP model was found to have 89.65%, 89.34% and 93.59% of 
precision, recall and accuracy, respectively. These results showcase the superior 
performance of the MLP model in predicting patients with CVD when compared to other 
ML models including Logistic, Adaboost and Random forest. Despite the deep learning 
model, the analysed training data is not sufficient. Many datasets may be combined or 
large datasets can be taken for future analysis with this deep learning model. 
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