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Abstract: This paper proposes a particle squirrel search optimisation-based deep recurrent neural 
network (PSSO-based DRNN) to predict the coronavirus epidemic (COVID). Here, the  
cloud-based Hadoop framework is used to perform the prediction process by involving the 
mapper and reducer phases. Initially, the technical indicators are extracted from the time series 
data. Then, the deep belief network (DBN) is employed for feature selection from the technical 
indicators. After that, the COVID prediction is done by the DRNN classifier trained using the 
PSSO algorithm. The PSSO is developed by the integration of particle swam optimisation (PSO) 
and squirrel search algorithm (SSA). The PSSO-based DRNN is compared with existing methods 
and obtained minimal MSE and RMSE of 0.0523, and 0.2287 by considering affected cases. By 
considering death cases, the proposed method achieved minimal MSE and RMSE of 0.0010, and 
0.0323 and measured minimum MSE of 0.0049 and minimum RMSE of 0.0702 for recovered 
cases. 

Keywords: COVID-19; MapReduce; cloud; deep belief network; DBN; deep recurrent neural 
network. 
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1 Introduction 
With the increasing and continuous growth of various 
information dissemination techniques, the data in the cloud 
computing and internet of things (IoT) technologies (Kumar 
and Vimala, 2020). Thorat (2021) is constantly increasing. 
Also, the global information scale is continuously increasing 
at the rate of two times for every two years (Wu et al., 
2014). The development of big data (Zhang et al., 2021) 
shows many challenges and complexities other than 
understandable advantages (Kuang et al., 2014; Cai et al., 
2021). Big data is commonly used in different fields, like 
business (Kumar et al., 2019), medicine, and industry Raisi 
(2020). A major issue in handling big data is to design 
algorithms for classification (Ambati and Gayar, 2021) and 
pattern recognise (Ulfarsson et al., 2016). The popular 
framework in big data (Srinivas et al., 2019) follows the 
method called Apache Hadoop, which offers the distributed 
system transparently through the implementation of 
MapReduce framework (Dean and Ghemawat, 2008) 
distribute data between the nodes, while MapReduce is 
allowed for data processing by reducing the data transfer 
Rathod (2020) or exploiting the data locality through the 
network by executing the local data (Nimmani et al., 2021; 
Wilder, 2012). 

An innovative solution is required to analyse, manage 
and develop big data (Elkano et al., 2017) in the increasing 
network on patient details, subjects that are infected, and 
community migration incorporated with the public health 
data (Bojja et al., 2021; Bojja and Ambati, 2020), genomics, 
pharmaceutical, and clinical trials (Zhao et al., 2020). 
Various data source comprises web articles, online 
communications, text messages, and social media Singh 
(2021) are widely helpful to analyse the infection growth for 
community behaviour. To integrate the data with artificial 

intelligence (AI) and machine learning (ML), the 
researchers need to forecast when and where the disease is 
spread such that the regions can be identified for matching it 
with the needed arrangements (Ambati et al., 2020). The 
infrastructure required to store and analyse the big data for 
further processing is a cost-effective and efficient manner. 
However, this process can be organised using AI solutions 
and cloud computing (Tuli et al., 2020a). In Huang et al. 
(2020), the cloud solutions (Netaji and Bhole, 2020) are 
designed to fight against the coronavirus and to find the 
peak outbreak considered to achieve 98% of accuracy in the 
real world test cases in china. Various pneumonia categories 
are resolved by the ML-based CT image analysis solution 
that is effectively considered to examine the COVID-19 
patients (Depeursinge et al., 2015). The designing of 
vaccines for COVID-19 Gupta et al. (2020) is focused on 
the analysis of molecular docking and genome sequences 
using different AI and ML methods (Jin et al., 2020; Tuli  
et al., 2020b). 

The main contribution of the research is provided as 
follows: 

• Proposed PSSO-based DRNN: A prediction scheme is 
designed to predict the pandemic disease COVID using 
a DRNN classifier. The technical indicators are 
extracted and are enabled to select the features using 
DBN. To predict COVID cases, DRNN classifier is 
adopted using the MapReduce framework, where the 
process of technical feature extraction is carried out in 
the mapper and the feature selection and prediction 
mechanism is carried out in the reducer phase. 

The remaining part of the paper is ordered as follows: The 
review of different prediction methods is described in 
Section 2, and Section 3 describes the proposed model. The 
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cloud-based Hadoop framework is discussed in Section 4 
presents, Section 5 discusses about results and discussion, 
and the paper end in Section 6. 

2 Literature survey 
This section discusses the review of different prediction 
methods with their advantages and disadvantages. Rustam  
et al., (2020) introduced an ML-based prediction model to 
forecast infected COVID cases. It used the dataset that 
contains actual past data to predict future days. It helps to 
decide at the time but failed to use the appropriate and 
accurate forecasting methods. Hasan (2020) introduced a 
hybrid model based on artificial neural network (ANN) and 
ensemble empirical mode decomposition (EEMD) for 
COVID-19 pandemic prediction. This method was an 
effective indicator for predicting COVID. It failed to 
perform multivariate analysis for time-series data. Vennila 
and Kannan (2019) introduced a parallel linguistic fuzzy 
rule along with canopy MapReduce (LFR-CM). It reduced 
the consumptional time. It increased the runtime of 
classification with big data using the MapReduce 
framework. Giuliani et al. (2020) introduced a Spatio – 
temporal model to predict the COVID cases. This method 
offered better forecasts by finding the number of infected 
cases at the local level and reduced the delay reporting. 
However, this model hs high computational complexity. 

Tuli et al. (2020a) introduced an ML-based prediction 
scheme for predicting the potential threat of COVID 
worldwide. This method obtained a better fit by iterative 
weighting the prediction model. It was designed in the cloud 
model to generate real-time and accurate predictions by 
predicting the growth behaviour of an epidemic. It failed to 
take a correct decision that affects the situation of public 
health. Chen et al. (2016) introduced a parallel random 
forest (PRF) model for data classification in the cloud. Here, 
the vertical data partitioning model was used to minimise 
the communication cost and the data multiplexing model 
was utilised to diminish or reduce the volume of data. The 
dimension reduction model was used to increase the 
accuracy of the algorithm. However, it is further required to 
increase the task scheduling and data allocation model in the 
distributed environment. Waheed et al. (2020) introduced an 
auxiliary classifier generative adversarial network 
(ACGAN) for predicting the global pandemic. Here, CNN 
was used for classifying the data into two classes, namely 
COVID or normal. It increased the accuracy of detection by 
generating synthetic images. However, it failed to enhance 
the quality of synthetic images by training GAN. Jindal  
et al. (2018) developed a fuzzy rule-based classifier to 
decide on data classification. Here, the membership function 
was used to infer the data for performing the process of 
fuzzification and defuzzification. This method was highly 
effective in identifying the patients who suffered from the 
diseases. The computational cost of this approach was high. 

3 Proposed particle squirrel search optimisation- 
based deep recurrent neural network for 
COVID prediction in cloud-based Hadoop 
framework 

To predict the pandemic disease more accurately and to 
enhance the prediction performance result a challenging 
task in recent decades. Therefore, the newly designed 
algorithm named PSSO-based DRNN is adopted for 
COVID cases prediction more accurately. The cloud-based 
Hadoop framework is designed to perform the prediction 
process. The technical features like average directional 
movement index (ADMI), simple moving average (SMA), 
average true range (ATR), rate of change (ROCR), Williams 
%R, exponential moving average (EMA), and Stochastic 
%K are extracted from technical indicators extraction phase. 
The DBN is used for feature selection process at the mapper 
phase and the selected features are employed to predict the 
COVID cases using DRNN classifier. The training of 
DRNN is done using the proposed PSSO algorithm, which 
is the integration of SSA (Jain et al., 2019) and PSO (Wang 
et al., 2018), respectively. Figure 1 portrays the schematic 
view of the proposed method for COVID prediction. 

Figure 1 Schematic view of proposed PSSO-based DRNN for 
COVID prediction (see online version for colours) 
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3.1 Data representation 
Time-series is the real-valued sequence that specifies the 
values of the variable for time. Every record here belongs to 
the time label and its corresponding cases, like recovered, 
affected, and death cases of COVID data. Consider the 
time-series data as d with n number of time samples is given 
as, 

{ } = ;1 iD d i n≤ ≤  (1) 

3.2 Extraction of technical indicators 
The technical indicators, such as SMA, EMA, Williams 
%R, ROCR, ATR, ADMI, and Stochastic %K (Gandhmal 
and Kumar, 2020; Kelotra and Pandey, 2020; Zhang et al., 
2018) are extracted from the time series data. 

The technical indicators obtained from time-series 
COVID data is specified as, 
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{ };1   ,1 7ijT T i n j= ≤ ≤ ≤ ≤  (2) 

Here, T specifies the technical features acquired from 
COVID data. 

3.3 Feature selection by DBN 
The technical features acquired from the time-series data are 
denoted as T, which is enabled to select the unique and the 
optimal features to achieve the process of COVID 
prediction. Here, the deep learning model named DBN (Zou 
et al., 2015) is employed for optimal feature selection by 
concerning layer-wise weights w and w′ on technical 
features. Here, layer-wise weights are specified as the 
reconstruction weights that are considered to compute the 
reconstruction error for the technical features. The feature 
variations generally formulate the dissimilarity of the 
reconstruction error. The features with less reconstruction 
error can be more reconstructible. 

Let { }ijT T=  be the technical features and T′ij as the 
reconstructed features that correspond to Tij and hence the 
reconstruction error of the technical features Tij is computed 
as, ij ij ijE T T′ -  and the average error is computed as, 

7

1 1

1ˆ
*7

n

ij
i j

E E
n = =

=   (3) 

At each iteration of the learning model, the threshold σ is 
computed based on β. Here, the parameter β specifies the 
ratio of outliers to technical features. The feature outliers 
can be removed at the iterative learning process such that 
the reconstruction weight matrix is highly reliable to 
achieve feature reconstruction. The procedure applied to get 
the weight matrix from the training data to find the unique 
features for the testing process is described here. Let P be 
the reconstruction weight matrix, T be the technical features, 
and fik specifies the total number of features acquired from 
T, then reconstructed features F is computed as, 

( )=   ,ikF δ f P  (4) 

Here, δ denotes reconstruct factor. 
The reconstruction error Ere with respect to fik is given 

as, 

re ikE F f= −  (5) 

The features with less reconstruction error are selected as 
discriminative features. Hence, it is required to filter the 
features having larger reconstruction errors. To select 
features, the parameter η is specified as, 

(1 )η = − β   (6) 

Here, β denotes the parameter defining the outliers ratio,   
specifies the real number of iterations. The error values are 
sorted to find the error value of the orderη. The selected 
features T is represented as, 

{ };1 ,1selected
ilF f i n l k= ≤ ≤ ≤ ≤  (7) 

Here, F selected denotes the features taken from the 
technical indicators using DBN. 

3.4 COVID prediction using proposed PSSO-based 
DRNN 

After unique and optimal features, selection, the COVID 
prediction is performed with DRNN classifier. The training 
of DRNN is done by the proposed PSSO algorithm. 

3.4.1 Structure of DRNN 
DRNN (Ma et al., 2019) is more efficient and effective in 
processing the technical features of time-series data, as it 
has a strong relationship among current data samples with 
that of the previous one. The reason for using DRNN 
classifier for COVID prediction is that this classifier can use 
to model the time-series data more effectively. Hence, each 
data sample is considered to be dependent on the previous 
one. 

Let Fselected be the features selected, the previously 
hidden layer is termed as bv–1, and output found using 
hidden layer is specified as gv. The hidden state at vth layer 
is given as, 

( )1
selected

v vb x SF Rb c−= + +  (8) 

where, S specifies the weight matrix between input and 
hidden state, the weight matrix from current to next state is 
indicated as R, bias vector is specified as c, and x(.) denotes 
non-linear activation function. The output state is 
determined as, 

( )= v vg q Ab K+  (9) 

where, q denotes non-linear activation function, A 
represents the weight matrix between hidden and output 
state, and K signifies bias vector. 

3.4.2 Training procedure of DRNN using PSSO 
algorithm 

The DRNN is trained with proposed optimisation algorithm 
named PSSO algorithm, which is the integration of PSO 
(Wang et al., 2018) and SSA (Jain et al., 2019), 
respectively. The algorithmic steps in the proposed 
PSSObased DRNN is explained as follows, 

1 Population initialisation: In the forest G, let us assume 
h number of flying squirrels such the initial position of 
flying squirrel is modelled as, 

( )(0,1)r z p zG G B G G+= × −  (10) 

where, Gz specifies lower bound of rth flying squirrel in 
μth dimension, B(0,1) denotes random number 
uniformly distributed such that it lies in the range of 0 
to 1, Gr specifies the position of flying squirrel, and 
upper bound is specified as Gp of rth flying squirrel in 
μth dimension. 
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2 Compute fitness measure: It is evaluated to find the 
optimal solution and the function to compute fitness 
measure is represented as, 

[ ]
1

1 ε

υ

H gυ Oυ
ε =

= −  (11) 

where, H denotes fitness. Oυ denotes the actual 
optimum value for function under optimisation and ε 
terms the amount of samples. The output state 
computation is mentioned as gv. 

3 Sort the location of G: The location of squirrel G is 
sorted in ascending order for fitness measure. 
Accordingly, the squirrel that has minimal fitness value 
is moved to a hickory nut tree and the foraging 
behaviour of squirrels gets affected because of the 
presence of predators. The squirrels sort their location 
with the probability of predator γ. 

4 Generate a new solution: Based on the foraging 
behaviour of squirrels, the following situations are 
defined. The squirrel in the forest moves to search for 
food when there is no predator. They move to a hiding 
location when there is a predator and hence, the 
foraging behaviour of the squirrels is designed with 
three cases. 
• Case-1: Here, the squirrels in the acorn nut trees 

GL move to hickory nut tree, and hence the new 
position formed in this scenario is represented as, 

( )( 1) ( ) * ( ) ( )L L J LG y G y Z χ G y G y+ = + × −  (12) 

where, Z indicates gliding distance, y signifies 
current iteration, χ represents gliding constant 
which is set as 1.9 and GJ(y) indicates the location 
of a squirrel that moved to hickory nut tree. 
Moreover, the gliding distance of flying squirrel is 
specified as, 

tan
YZ =

φ
 (13) 

Here, Y indicates weight loss.  
• Case-2: The squirrels in the normal trees GH move 

to acorn nut trees to manage their daily energy 
needs and is represented using the below equation 
as, 

( )( 1) ( ) * ( ) ( )H H L HG y G y Z χ G y G y+ = + × −  (14) 

( 1) ( ) ( ) ( )H H L HG y G y ZχG y ZχG y+ = + −  (15) 

( 1) ( )[1 ] ( )H H LG y G y Zχ ZχG y+ = − +  (16) 

The standard equation of PSO is represented as,  

( 1) ( ) ( 1)H H HG y G y U y+ = + +  (17) 

( )
( )

1 1

2 2

( 1) ( ) ( )
( ) ( )
( ) ( )

H H H

H H

H H

G y G y BU y
s q A y G y
s q A y G y

+ = +
+ −

+ −

 (18) 

1 1

1 1 2 2

2 2

( 1) ( ) ( ) ( )
( ) ( )
( )

H H H H

H H

H

G y G y BU y s q A y
s q G y s q A y
s q G y

+ = + +
− +
−

 (19) 

1 1 2 2

1 1 2 2

( 1) ( )[1 ] ( )
( ) ( )

H H H

H

G y G y s q s q BU y
s q A y s q A y

+ = − − +
+ −

 (20) 

1 1 2 2

1 1 2 2

( )[1 ] ( 1) ( )
( ) ( )

H H H

H

G y s q s q G y BU y
s q A y s q A y

− − = + +
+ −

 (21) 

[ ]
1 1 2 2

1 1 2 2

( )
( 1) ( ) ( ) ( )

1

H

H H H

G y
G y BU y s q A y s q A y

s q s q

=
+ + + −

− −
 (22) 

By substituting the above equation (26) in  
equation (20) is represented as, 

[ ]

1 1

2 2 2 2

1 1 2 2

( 1) ( ) ( )
( ) ( )( 1)

1

H H H

H
H

G y BU y s q A y
s q A y s q A yG y

s q s q

+ − −
−+ =
− −

 (23) 

[ ]

[ ]

1 1 2 2

1 1 2 2

1 1 2 2

( )[1 ]( 1)
1

( ) ( ) ( ) [1 ]
1

( )

H
H

H H

L

G y ZχG y
s q s q

BU y s q A y s q A y Zχ
s q s q

ZχG y

−+ − =
− −

− − − −
− −

+

 (24) 

[ ]
[ ]

1 1 2 2
1 1 2 2

1 1 2 2
1 1 2 2

( 1)
( ) ( ) ( )

1 1
1 ( )

H

H H

L

G y
BU y s q A y s q A y

s q s q s q s q
Zχ s q s q

Zχ ZχG y

+
− − − 

− −  − −=  − −  − + 

 (25) 

where, y signifies current iteration, χ represents 
gliding constant, and UH(y) denotes the velocity of 
the particle.  

• Case-3: The squirrels in the normal trees that 
already consumed acorn nuts try to move to the 
hickory nut tree to store hickory nuts to consume at 
the time of scarcity for food. 

( )( 1) ( ) * ( ) ( )H H L HG y G y Z χ G y G y+ = + × −  (26)  

5 Compute seasonal constant V: For the flying squirrel, 
the seasonal constant is computed using the below 
equation as, 

( )2

1

, ,
M

y
L J

λ

V G λ G λ
=

= −  (27) 

where, y specifies current iteration. Here, the minimal 
value of the seasonal constant is computed as, 

( )

6

min / /2.5
10

(365) y y

eV
−

=
ϖ

 (28) 

where, y and yϖ specifies current and denotes maximum 
iteration.  
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6 Random relocation of a flying squirrel: The flying 
squirrels cannot search for the hickory nuts tree to find 
the food source. Here, the squirrels relocation is 
computed as, 

( )( )new
z p zHG G δ κ G G= + + −  (29) 

1
1/

2

( ) 0.01 W
N ωδ κ
N

×= ×  (30) 

1/

1
2

(1 ) sin
2

1 2
2

W

W

πWT W
ω

WT W
− 

 
 

  + ×    =  
+  × ×    

 (31) 

( ) ( 1)1!T =ϑ ϑ −  (32) 

where, δ indicates levy distribution that considered to 
enhance the of global exploration capability. Here, N1 
and N2 are random number distributed randomly with 
the range 0 and 1 and W specifies parameter in constant 
with value 1.5, respectively.  

7 Termination: The steps above are repeated until it 
obtain the best solution. Figure 2 shows the flowchart 
for the proposed PSSO-based DRNN. 

Figure 2 Flowchart for the proposed PSSO-based DRNN 
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4 Cloud-based Hadoop version 3.1.4 framework 
for COVID prediction 

The cloud environment is designed with the data owner and 
cloud server by connecting several cloud agents using the 
Map Reduce framework. The agents may be located 
anywhere in the network and these agents are connected 
with the data owner to share their data. The agent collects 
the data from the local region and stores the data through 
the data owner, which captures the data from several agents 

and stores the data in the cloud for further processes.  
Figure 3 represents the Map Reduce framework for COVID 
prediction. The Map Reduce framework is designed with 
two phases, namely the mapper phase and reducer phase 
that helps to achieve COVID prediction using time-series 
data. In the mapper phase, the technical indicators are 
extracted and in the reducer phase, the feature selection 
process and the prediction process are carried out to 
generate the predicted result. Let us specify the number of 
agents in the network as agent 1, agent 2, agent 3, and so on. 
The mappers present in the mapper phase is mentioned as 
Xm. The reducers present in the reducer phase are denoted as 
Qu that selects the features. Moreover, the COVID 
prediction process is performed in the reducer phase, where 
the prediction results is generated using the DRNN 
classifier. The structure of the MapReduce framework is 
designed with four agents, three mappers, and two reducers, 
respectively. The data captured by the first agent is 
processed by X1mapper, and the data acquired by agent 2 is 
processed by X2mapper, the data captured by agent 3 is 
processed by X3 and the data of agent 4 is processed by 
X1mapper. As, only three mappers are available the data 
incoming from agent 4 is fed to X1 in a round-robin fashion. 
Similarly, the result of X1mapper is given to Q1, X2 to Q2 
and the output of X3 is fed to Q1 in a round-robin fashion. 
Finally, the predicted output is generated from the reducer 
phase in MapReduce framework using the DRNN classifier. 

Figure 3 Mapreduce framework of COVID prediction  
(see online version for colours) 

 

5 Results and discussion 
This section describes the results obtained by the proposed 
PSSO-based DRNN classifier for COVID prediction by 
considering the narrow and global data. 

5.1 Experimental setup 
The implementation of the proposed method is performed in 
the MATLAB tool using the dataset specified in 
(https://data.humdata.org/dataset/novel-coronavirus-2019-
ncov-cases). 

• COVID-19 cases data: The data of this dataset are 
compiled from different sources, including DXY.cn, 
BNO news, the world health organisation (WHO), the 
national health commission of the people’s republic of 
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China (NHC), and so on. It maintains the 2019 novel 
COVID-19 data repository. The parameter setup for the 
proposed approach is mentioned in the Table 1. 

Table 1 Parameter setup 

Parameters Values 

Number of hidden units 200 
Layers sequence 

InputLayer(numFeatures), 
lstmLayer(numHiddenUnits), 

regressionLayer 
Options Training Options – ‘adam’ 
Maximum Epochs 200 
Gradient threshold 1 
Initial learning rate 0.005 
Learning rate schedule piecewise 
Learning rate drop period 125 
Learning rate drop factor 0.2 
Verbose 1 0.2 

5.3 Comparative methods 
The performance is measured using the existing methods, 
like ML-based prediction (Rustam et al., 2020), parallel 
random forest (PRF) (Chen et al., 2016), Robust Weibull 
(Tuli et al., 2020b), and SSA (Jain et al., 2019). 

5.4 Comparative analysis 
Here, the analysis is carried out to find the prediction result 
with global and narrow databased on affected, death, and 
recovered cases. 

Figure 4 Prediction result of affected cases with global data 
(see online version for colours) 

 

5.4.1 Analysis of affected cases with global data 
Figure 4 shows the prediction result obtained for affected 
cases with global data. On February 12, the original affected 
cases is 45221, whereas the affected prediction outcome 
using existing SSA, Robust Weibull, PRF, and ML-based 
prediction, and proposed PSSO-based DRNN is 40699, 
41152, 40699, 40247, and 42056 in such a way that the 
error acquired between the original affected cases for 

predicted cases using SSA, Robust Weibull, PRF, and  
ML-based prediction, and proposed PSSO-based DRNN is 
4522, 4069, 4522, 4974, and 3165. Similarly, the original 
affected cases on March 22 is 335955, and the affected 
prediction outcome obtained using the proposed  
PSSO-based DRNN is 312439, which shows better 
performance when compared with the existing method. 

5.4.2 Analysis of death cases with global data 
The prediction result obtained for death cases by 
considering global data is portrayed in Figure 5. On 
February 2, the original death cases is 362, whereas the 
death prediction outcome using existing SSA, Robust 
Weibull, PRF, and ML-based prediction, and proposed 
PSSO-based DRNN is 326, 30, 326, 323, and 337 in such a 
way that the error acquired between the original death cases 
with respect to predicted death cases using SSA, Robust 
Weibull, PRF, and ML-based prediction, and proposed 
PSSO-based DRNN is 36, 32, 36, 39, and 25. Likewise 
original death cases occur on March is also predicted as 
provided in the graph, in which the error value measured 
between original and the predicted death cases using the 
proposed PSSO-based DRNN is 377 and the existing SSA, 
Robust Weibull, PRF, and ML-based prediction is 424, 472, 
472, 566, and 377. 

Figure 5 Prediction result of death cases with global data 
(see online version for colours) 

 

5.4.3 Analysis of recovered cases with global data 
Figure 6 represents the prediction result obtained for 
recovered cases with global data. The original cases 
recovered on February 2 is 472, whereas the predicted 
outcome obtained for the by considering the recovered cases 
using existing SSA, Robust Weibull, PRF, and ML-based 
prediction, and proposed PSSO-based DRNN is 425, 425, 
421, 421, and 435 in such a way that the error acquired 
between the original recovered cases for predicted 
recovered cases using SSA, Robust Weibull, PRF, and  
ML-based prediction, and proposed PSSO-based DRNN is 
47, 47, 51, 51, and 37. In such a way the error acquired 
between the original recovered cases for predicted 
recovered cases on March is also analysed. 
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Figure 6 Prediction result of recovered cases with global data 
(see online version for colours) 

 

5.4.4 Analysis of affected cases with narrow data 
Figure 7 shows the prediction result obtained for affected 
cases with narrow data. The original affected cases observed 
on January 21 is 330, whereas the prediction outcome 
achieved for the affected cases using existing SSA, Robust 
Weibull, PRF, and ML-based prediction, and proposed 
PSSO-based DRNN is 304, 297, 297, 291, and 311 and 
hence the error value computed between the original and 
predicted affected cases using SSA, Robust Weibull, PRF, 
and ML-based prediction, and proposed PSSO-based 
DRNN is 26, 33, 33, 39, and 19. At February 11, the 
original affected cases is 45117, whereas the affected 
prediction outcome for the proposed method is 41508 in 
such a way that the difference between the original affected 
cases and prediction outcome of the proposed method is 
3609, which shows improved result compared to the 
existing methods. 

Figure 7 Prediction result of affected cases with narrow data 
(see online version for colours) 

  

5.4.5 Analysis of death cases with narrow data 
The prediction result obtained for death cases by 
considering narrow data is portrayed in Figure 8. In January 
31, the original death cases is 213, whereas the death 
prediction outcome using existing SSA, Robust Weibull, 
PRF, and ML-based prediction, is 196, 94, 190, 190, and the 
proposed PSSO-based DRNN 196. In such a way that the 
error acquired between the original death cases with respect 
to predicted death cases in February 11 is also discussed. 

Figure 8 Prediction result of death cases with narrow data 
(see online version for colours) 

 

5.4.6 Analysis of recovered cases with narrow data 
Figure 9 represents the prediction result obtained for 
recovered cases with narrow data. The original cases 
recovered on January 11 is 220, whereas the recovered cases 
predicted using existing SSA, Robust Weibull, PRF, and 
ML-based prediction, and proposed PSSO-based DRNN is 
201, 201, 198, 194, and 203 such that the error obtained 
between the original and the predicted recovered cases for 
the proposed PSSO-based DRNN is 17. 

Figure 9 Prediction result of recovered cases with narrow data 
(see online version for colours) 

 

5.4.7 Analysis with global data 
The analysis of the proposed PSSO-based DRNN made 
using global data by considering affected cases is shown in 
Figure 10. The comparative analysis of MSE with affected 
cases is portrayed in Figure 10(a). When the training data as 
80%, the MSE obtained by SSA, Robust Weibull, PRF, and 
ML-based prediction, and proposed PSSO-based DRNN is 
0.4659, 0.3795, 0.3091, 0.2740, and 0.1618. The MSE 
observed SSA, Robust Weibull, PRF, and ML-based 
prediction, and proposed PSSO-based DRNN at 90% 
training data is 0.3568, 0.2951, 0.2376, 0.1977, and 0.1103. 

Figure 10(b) depicts the analysis of RMSE by 
considering affected cases. At 90% training data, the RMSE 
obtained by SSA, Robust Weibull, PRF, and ML-based 
prediction, and proposed PSSO-based DRNN is 0.5973, 
0.5433, 0.4875, 0.4446, and 0.3321. 
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Figure 10 Analysis of proposed PSSO-based DRNN with global 
data by considering affected cases (a) MSE (b) RMSE 
(see online version for colours) 

 
(a) 

 
(b) 

Figure 11 depicts the analysis of the proposed PSSObased 
DRNN evaluated using global data by considering death 
cases. Figure 11(a) shows the analysis of MSE in terms of 
death cases. The MSE achieved by SSA, Robust Weibull, 
PRF, and ML-based prediction, and proposed PSSO-based 
DRNN is at 80% training data is 0.0198, 0.0155, 0.0132, 
0.0129, and 0.0074. The analysis made using RMSE by 
considering death cases is represented in Figure 11(b). The 
RMSE of SSA, Robust Weibull, PRF, and ML-based 
prediction, and proposed PSSO-based DRNN is 0.1284, 
0.1133, 0.1023, 0.0944, and 0.0628 at 90% training data. 

The analysis proposed PSSO-based DRNN made using 
global data by considering recovered cases is shown in 
Figure 12. Figure 12(a) represents the analysis of MSE 
based on the recovered cases. By considering the training 
data as 80%, the MSE of SSA, Robust Weibull, PRF, and 
ML-based prediction, and proposed PSSO-based DRNN is 
0.1841, 0.1496, 0.1199, 0.1107, and 0.0579. The analysis 
for RMSE by considering recovered cases is represented in 
Figure 12(b). The RMSE computed by considering 80% 
training data of SSA, Robust Weibull, PRF, and ML-based 
prediction, and proposed PSSO-based DRNN is 0.4290, 
0.3868, 0.3463, 0.3328, and 0.2407. 

 

 

 

Figure 11 Analysis of proposed PSSO-based DRNN with global 
data by considering death cases (a) MSE (b) RMSE 
(see online version for colours) 

 

 

 
(a) 

 
(b) 

Figure 12 Analysis of proposed PSSO-based DRNN with global 
data by considering recovered cases (a) MSE (b) 
RMSE (see online version for colours) 
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(b) 
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5.4.8 Analysis with narrow data 
Figure 13 reveals the analysis of the proposed PSSO-based 
DRNN made using narrow data by considering affected 
cases. Figure 13(a) portrays the analysis of MSE based on 
the affected cases. For 80% training data, the MSE of SSA, 
Robust Weibull, PRF, and ML-based prediction, and 
proposed PSSO-based DRNN is 0.2230, 0.1808, 0.1372, 
0.1313, and 0.0703. The analysis of RMSE was carried out 
using proposed PSSO-based DRNN by considering affected 
cases are shown in Figure 13(b). By considering 80% 
training data the RMSE of SSA, Robust Weibull, PRF, and 
ML-based prediction is 0.4722, 0.4252, 0.3704, 0.3624, and 
proposed PSSO-based DRNN is 0.2652. 

Figure 13 Analysis of proposed PSSO-based DRNN with narrow 
data by considering affected cases (a) MSE (b) RMSE 
(see online version for colours) 

 
(a) 

 
(b) 

Figure 14 show the analysis of the proposed PSSO-based 
DRNN evaluated using narrow data by considering death 
cases. Figure 14(a) shows the analysis of MSE in terms of 
training data by considering death cases. At 80% training 
data, the MSE computed by SSA, Robust Weibull, PRF, and 
ML-based prediction is 0.0048, 0.0039, 0.0033, and 0.0029, 
whereas the proposed PSSO-based DRNN achieved a lower 
error value of 0.0017 and next to the proposed method  
ML-based prediction method shows lowest MSE value and 
SSA shows highest MSE value. The analysis carried out in 
terms of RMSE based on death cases is represented in 
Figure 14(b). The RMSE of SSA, Robust Weibull, PRF, and 
ML-based prediction, and proposed PSSO-based DRNN at 
80% training data is 0.0694, 0.0624, 0.0576, 0.0541, and 
0.0415. 

Figure 14 Analysis of proposed PSSO-based DRNN with narrow 
data by considering death cases (a) MSE (b) RMSE 
(see online version for colours) 

 
(a) 

 
(b) 

The analysis proposed PSSO-based DRNN made using 
narrow data by considering recovered cases is shown in 
Figure 15. Figure 15(a) portrays the analysis of MSE based 
on recovered cases with narrow data. The MSE of SSA, 
Robust Weibull, PRF, and ML-based prediction at 80% 
training data is 0.0234, 0.0198, 0.0153, and 0.0120, whereas 
for proposed PSSO-based DRNN achieved an MSE of 
0.0089. The analysis of RMSE computed by considering 
recovered cases is represented in Figure 16(b). The RMSE 
of SSA, Robust Weibull, PRF, and ML-based prediction, 
and proposed PSSO-based DRNN at 90% training data is 
0.1393, 0.1234, 0.1133, 0.0942, and 0.0702. 

When compared to the existing methods, the proposed 
method has high performance. The reasons for the high 
performance of the proposed method are listed here. DBN in 
the proposed method is used for selecting unique features 
from the extracted technical indicators. DBN has the 
benefits like it is effective for vanishing gradient problems 
and they are very accurate and needs a small labelled dataset 
and select the unique features effectively. Next to feature 
selection cloud-based Hadoop framework is used to perform 
the prediction process using mapper and reducer phases, 
which has the advantages like fault tolerant, high 
throughput, performance, low network traffic, etc. Thus 
prediction is performed effectively. The features are then 
processed by the DRNN classifier to find the presence of 
COVID, which has the advantages like it can process input 
of any length and it does not increase model the size even if 
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the input size is larger. The training of DRNN is done with 
proposed PSSO algorithm, has the advantages like improved 
convergence speed and easy implementation. 

Figure 15 Analysis of proposed PSSO-based DRNN with narrow 
data by considering recovered cases (a) MSE 
(b) RMSE (see online version for colours) 

 
(a) 

 
(b) 

6 Conclusions 
In this research, the process of COVID prediction is 
achieved using proposed PSSO-based DRNN classifier. The 
proposed method performs the prediction process by 
involving the phases, like extraction of technical indicators, 
feature selection, and COVID prediction. The proposed 
method has the advantages of easy implementation, simple 
concept, computational efficiency, and robustness to control 
parameters, and obtained minimal MSE and RMSE of 
0.0523 and 0.2287 by considering affected cases. By 
considering death cases, the proposed method achieved 
minimal MSE and RMSE of 0.0010, and 0.0323 and 
measured minimum MSE of 0.0049 and minimum RMSE of 
0.0702 for recovered cases. The future dimension of 
research would be the improvement of prediction 
performance using some other deep learning classifier. 
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