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Abstract: The network convenience provided by TCP/IP networks in Cyber-Physical Systems 
(CPS) communication redefined them as intelligent real-time systems. Along with convenience 
and intelligence, it also brought various network concerns into CPS communication. Some of the 
concerns include increased response times due to communication overheads, unnecessary delays 
in packet forwarding due to computational overheads, unwanted cyber threats in critical CPS 
infrastructures like energy, oil, gas, etc. As future networks are focused on achieving an optimum 
networking solution, Recursive Internetworking Architecture (RINA) based on distributed IPC 
mechanism seems to be a promising solution. The proposed work discussed extending distributed 
IPC mechanisms to the client-server communication model of CPS to extract improved and 
consistent response times compared to TCP/IP. A CPS client-server model is developed on RINA 
and TCP/IP networks with connection-oriented protocols. Response times are measured for 
controlling the actuators, sensing the sensors’ data. The comparative analysis demonstrates that 
RINA reduced response times by almost 50% to TCP/IP and provided more consistency than the 
TCP/IP.  
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1 Introduction 

A Cyber-Physical System (CPS) is a combination of 
computing and communication facilities with physical systems. 
These physical systems include real-time applications like 
industrial utilities, health care systems, energy systems, military 

systems, etc. (Rajkumar et al., 2017). As technology is 
evolving further, the concept of CPS is extended to many 
technologies like Internet of Things (IoT), Wireless Sensor 
Networks (WSN), Systems of Systems (SoS), Machine to 
Machine (M2M) and cloud, etc., which associate with the 
physical world (Gunes et al., 2014). The present-day CPS is of 
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the fourth generation and is termed Industry 4.0. Most of the 
CPS is integrated with the communication network to harness 
the advantage of connectivity. Various communication 
enabling technologies integrated Industry 4.0 type CPS with 
the communication networks (Yadav and Paul, 2020). Porting 
CPS onto TCP/IP networks brought advantages and many 
limitations to CPS utilities. Many new security protocols were 
designed and deployed to mitigate the limitations. As packet 
forwarding in TCP/IP is based on data encapsulation  
(Perkins, 1996; Kent, 1998), these add-on protocols caused 
communication overheads, resulting in increased response 
times and delays in process control and data acquisition  
(He et al., 2016). 

In this context, a novel network architecture named 
Recursive Internetworking Architecture (RINA) based on IPC 
mechanism, proposed by Day (2007) found to have achieved 
promising features. It simplified data transfer with the help of 
distributed IPC with security as a by-product (Boddapati et al., 
2012). The fundamental component of the RINA model is the 
distributed IPC facility (DIF) which contains all distributed 
IPC mechanisms responsible for data transfer, data transfer 
control, data confidentiality, data integrity, and routing. DIF 
shall form the layer in the RINA model and is generic in its 
functionality. In RINA, there are no specific layers like TCP/IP 
but generic layers that are customisable. These layers, i.e., DIF, 
shall be repeated depending on the scope of the network. 
Packet forwarding in this architecture is purely based on 
distributed IPC mechanism and avoids data encapsulation 
mechanisms of TCP/IP. 

As mentioned by Jiang et al. (2000), Krug and O’Nils 
(2019) and Vázquez et al. (2006), data encapsulation due to the 
layer-wise protocol headers causes communication overheads 
in the IoT/CPS communication. But RINA restricted the 
number of protocols by designing a generalised layer called 
DIF, which offers distributed IPC mechanisms to transfer data. 
The novelty of the proposed work lies in investigating the 
impact of distributed IPC mechanisms on communication 
overheads in CPS utility. It verifies whether RINA could make 
a difference in CPS communication with its clean state design 
and shared state IPC mechanisms in CPS communication. As 
per our knowledge, this method is novel as it explores the 
impact of shared state IPC mechanisms in data transfer. This 
work is limited to CPS utilities backed up by TCP/IP or 
Internet technology in the closed network configuration, and 
other versions may include other network architectures also. 

The proposed work compares the response times for 
process control and data acquisition in both the networks, i.e., 
RINA and TCP/IP, to verify the impact of distributed IPC 
mechanisms in reducing communication overheads. The 
proposed model develops a small-scale hardware CPS 
prototype that operates like the client-server model in both 
networks, i.e., RINA and TCP/IP.  The hardware prototype 
consists of Arduino processors and a couple of actuators and 
sensors. The software utility for the proposed model is 
developed for both the networks, i.e., RINA and TCP/IP. The 
CPS server application measures the response times for each 
functionality of the process control and data acquisition. A 
comparative analysis is provided to verify the optimum RTT 
among both networks. Results confirm that RINA offers 
improved RTT when compared to its predecessor. The 

motivation behind this work is to explore any possibilities of 
overcoming delays caused by encapsulation overheads, as 
mentioned in Perkins (1996). It also explores the advantages of 
distributed IPC mechanisms of RINA in CPS communication 
for consistent and optimum response times. 

2 Related work 

There has been a lot of work undergone for reducing the 
encapsulation overheads. Whenever a layer on the sending side 
receives data in the form of a payload from its upper layer, it 
adds its header as meta-data and sends it to the next layer. This 
process is called encapsulation (Perkins, 1996). Whenever a 
layer on the receiving side receives data from its lower layer, it 
removes the corresponding header and transfers the data part to 
its upper layer. This process is called decapsulation. Perkins 
found that this is causing communication overheads and 
proposed a method to minimise the IP header to reduce the 
communication overhead (Perkins, 1996). Woodard (n.d.) 
investigated the impact of encapsulation with various protocols 
using authenticated tools and confirmed that they are causing 
communication overheads and thereby reducing the network 
performance. Jiang et al. (2000) presented a flexible IP 
encapsulation method for IP over ATM to reduce 
communication overheads caused by multiple encapsulations 
in short and moderate data, which refers to the CPS 
communication. Vazquez et al. (2006) mentioned that it is 
crucial to reduce the encapsulation overheads even in MPLS 
networks. Various methods and protocols were employed to 
mitigate the effects of encapsulation in data communication, 
particularly for modern CPS utilities (Guenender et al., 2015; 
Pereira et al., 2014). Guenender et al. (2015) proposed a 
software method based on network virtualisation to mitigate 
the encapsulation overheads. It employs Software-Defined 
Networks (SDN) model to overcome encapsulation overheads. 
Even though SDN offers programmability, it suffers 
ossification and programmability constraints (Azzouni et al., 
2017; Leon et al., 2015). The proposed method employs fully 
programmable network architecture RINA to investigate the 
impact of its network on the response times of process control 
and data acquisition. 

3 Recursive internetworking architecture (RINA) 

Recursive Internetworking Architecture (RINA) is a clean state 
network architecture designed and developed on the 
contributions of network researchers from a couple of decades. 
It originates from the principle that ‘networking is distributed 
Inter-Process Communication (IPC) and IPC alone’ (Day, 
2007; Day et al., 2008). It employs the local IPC concept to 
develop distributed IPC services across the remote applications, 
as shown in Figure 1. 

Distributed IPC services are implemented in a 
component called IPC Process (IPCP), and it forms the 
basic building block of RINA Communication. Applications 
make use of IPCP mechanisms to transfer the data across 
the hosts. The mechanism of the IPC process is internal, and 
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the application is connected to it through a local port. Each 
IPCP is capable of data transfer, error flow mechanism and 
routing functionality. The combination of IPCPs that 
perform data transfer between remote applications shall 
form a layer called Distributed IPC Facility (DIF) (Grasa et 
al., 2017). A DIF is similar to the layer in TCP/IP. But every 
DIF offers the same functionality, which can be customised 
according to the network requirement. In contrast, TCP/IP 
offers layer-specific functionality, and it performs a fixed 
set of mechanisms per layer. 

Figure 1 Distributed IPC mechanism 

 

Applications must join the DIF through an IPCP to 
communicate with each other, and IPCP allots a port 
number on-demand, which is internal to the IPCP/DIF and 
acts as an interface between the application and IPCP. This 
is in contrast to the public and known ports of TCP/IP 
architecture. Moreover, ports are overloaded as connection 
endpoints in TCP/IP and have become part of connection 
management. But by making ports internal and of local 
significance, RINA disconnected the ports from connection 
management and thus enhanced the security (Boddapati et 
al., 2012; Ramezanifarkhani and Teymoori, 2018; Samyuel 
and Shimray, 2020).  

3.1 Functionality of IPCP 

The functionality of IPCP includes data transfer, error flow 
mechanism, and layer management, as shown in Figure 2. 
These functionalities are driven by two major protocols called 
Error Flow Control Protocol (EFCP) and Common Distributed 
Application Protocol (CDAP). EFCP is meant for enabling and 
controlling the transfer of data. It is further divided into two 
minor protocols, i.e., Data Transfer Protocol (DTP) and Data 
Transfer Control Protocol (DTCP). DTP takes care of the data 
transfer module, and DTCP takes care of the data transfer 
control module. CDAP is meant for layer management 
functionalities like connection management, routing 
management, maintenance of shared state components with 
Resource Information Base (RIB). It coordinates the services of 
IPCP across the layers of DIF (Grasa et al., 2016; Vrijders  
et al., 2014). 

The functionality of the DIF remains the same irrespective 
of its position. But the functionality can be programmed to suit 
the scope of the DIF. This feature enables the network designer 
to configure mechanisms like authentication and protection of 
data, routing control and data transfer control using QoS 
according to the requirement. 

Figure 2 Functionality of IPCP 

 

3.2 Programmable DIF 

As the scope of application increases, DIF shall be repeated in 
recursion to extend its services across the applications (Vrijders 
et al., 2014) as shown in Figure 3. To customise the 
functionality of DIF across different scopes, RINA adopted the 
scheme of separation of mechanism from policy (Grasa et al., 
2016). The separation mechanism differentiates the fixed 
components and variable components of the IPCP. The fixed 
components represent the service of the IPCP and are called 
mechanisms. At the same time, the variable component 
represents the timing of service and is called policy. This 
differentiation resulted in generic protocols with a wide variety 
of functionalities that can be customised through policies. 
These policies remain the same and can be used by DIF across 
its rank and scope of application. This claims RINA as a 
reliable network architecture with fewer protocols and several 
policies to suit the requirements of network (Grasa et al., 2016; 
Vrijders et al., 2014). 

Figure 3 Recursion of DIF in RINA 

 

3.3 Communication flow – TCP/IP vs. RINA  

Besides encapsulation and decapsulation, TCP/IP uses three-
way handshaking for connection-oriented flow using TCP. 
Three-way handshaking is based on hybrid state design as 
explained by Braden (1994) and Gursun et al. (2010). In RINA, 
data communication is not layer-wise but a shared state 
mechanism which is nothing but a distributed IPC mechanism, 
as shown in Figure 4. 

RINA eliminated three-way handshaking for its 
connection-oriented flows. Instead, it used Watson’s delta-t 
protocol (Fletcher and Watson, 1978), which is based on soft-
state design to maintain connection reliability (Gursun et al., 
2010; Tarzan et al., 2019). According to Watson, the bounding 
of three timers is necessary and appropriate to establish a 
reliable connection. It simplified the network implementation 
by eliminating SYN and FIN as in TCP. RINA also decoupled 
port allocation from data synchronisation and avoided 
overloading the semantics of connection end-point-id 
(Boddapati et al., 2012). 
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Proposed work aimed to extract the advantages of  
RINA’s shared state/distributed IPC-based data forwarding 
compared to IP encapsulation in TCP/IP in connection-oriented 
communication. 

Figure 4 Data transfer in RINA 

 

4 Proposed CPS model 

The proposed model developed a small-scale CPS hardware 
model in the client-server mode for both RINA and TCP/IP 
networks in a closed (LAN) environment, as shown in 
Figure 5. The functionality of the proposed CPS model is to 
control actuators like relays and to acquire data from 
sensors. 

Figure 5 Proposed CPS client-server model 

 

The hardware implementation of the CPS client is shown in 
Figure 6. CPS Client consists of an Arduino board, actuators 
like a 4-module relay, a led, and a Digital Humidity 
Temperature (DHT11) sensor. The server application provides 
the interface for process control, monitoring acquired data from 
the client and RTT of process control and data acquisition. This 
HMI is developed using Qt IDE. The client’s functionality 
includes responding to the process control requests from the 
server by controlling actuators through Arduino and senses 
data from the DHT11 sensor on Arduino to send it back to the 
server. 

4.1 Connection-oriented communication 

In TCP-based client-server applications, connection-oriented 
communication is achieved with the help of POSIX socket API 

in three-way handshake mode. In RINA, it should be 
programmed in the DIF configuration file, as shown in  
Figure 7. RINA uses its socket API developed by Vrijders et al. 
(2014) to develop its CPS applications. 

Figure 6 Hardware implementation of the proposed CPS client 

 

Figure 7 Configuration of the connection-oriented flow 

 

The sequence of establishing a communication flow in 
RINA can be understood from the following steps, as 
explained in Samyuel and Shimray (2020): 

 Step 1: Configuration of the network devices 

 Step 2: Initiation of IPC Manager with a configuration 
file 

a) Creation of IPCP’s 

b) Creation of instance of DIF according to the 
configured templates  

c) Attaches IPCP to the instance of DIF 

d) Registers normal DIF to shim DIF 

 Step 3: Enrolment and creation of distributed IPC 
facility between client and server. 

 Step 4: Performing client-server communication with 
RINA-based socket API 

The distributed IPC mechanism of the proposed model is 
shown in Figure 8. 

It shows a DIF named cps.DIF comprising of IPC 
processes cps_server.IPCP and cps_client.IPCP on server 
and client, respectively. This cps.DIF is responsible for 
achieving client-server communication between CPS nodes. 
This is connected to the lower level DIF, which is called 
shim DIF. A shim DIF is the collection of shim IPCP’s. 
Shim IPCP is the lowest level of IPCP which acts as a 
wrapper around legacy Ethernet to transfer data. A VLAN 
device called eth0.100 is created in each node and is 
assigned to VLAN tag 100. RINA uses this VLAN device 
eth0.100 as an interface for transferring data. Applications 
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will perform data transfer by connecting to the local IPCP 
that belongs to (N)-DIF, i.e., cps.DIF in each node. As 
explained earlier, the CPS server must be communicating 
with the client to control the actuators and acquire data from 
the client on cps.DIF. 

Figure 8 Network model of RINA-CPS  

 

5 Results 

CPS application is executed for a couple of hours in each 
network, i.e., TCP/IP and RINA. The following performance 
indices are observed 

 Round Trip Times (RTT) 

 Standard deviation in RTT / network jitter 

Process control operations of led and relay and data acquisition 
are observed around 500 times each. Then RTT for each 
function is calculated and displayed on the HMI of the server. 
A comparative analysis of RTT in control and data acquisition 
events is provided to evaluate distributed IPC's advantage. The 
standard deviation in RTT offers the consistency of RTT, and 
the lesser the standard deviation, the higher the consistency of 
RTT. A comparison of standard deviation between RINA and 
TCP/IP is provided. 

5.1 RTT in process control  

Figure 9 shows the comparison of RTT in process control 
operations of led and relay between TCP/IP and RINA. 

Figure 9 Comparison of RTT in process control 

 

Figure 10 Standard deviation of RTT in process control 

 

It is observed from Figure 9 that RTT is reduced a lot in 
RINA when compared to the TCP/IP. Figure 10 shows that 
the standard deviation is reduced to 0.069093 to 0.130524 in 
TCP/IP. That means the standard deviation is improved  
by 47% in RINA when compared to TCP/IP. It proves 
enhanced response times and consistency in process control 
communication of CPS in the RINA network model. 

5.2 RTT data acquisition  

Figures 11 and 12 show a comparative analysis of RTT in data 
acquisition processes for temperature and humidity. It is 
observed from Figure 11 that RINA’s RTT in data acquisition 
is slightly improved than the TCP/IP. But Figure 12 
demonstrates that the standard deviation of RTT reduced to 
0.064228 in RINA from 0.143218 of TCP/IP. That means the 
standard deviation is improved by 55% in RINA when 
compared to TCP/IP. It proves that response time in RINA is 
more consistent than TCP/IP, and this proves that network 
performance is improved with RINA in data acquisition also. 

Figure 11 Comparison of RTT in data acquisition 

 

Figure 12 Standard deviation of RTT in data acquisition  
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Results affirm that network improvement is possible with 
RINA in CPS process control and data acquisition 
communication. This improvement is attributed to the shared 
state/distributed IPC mechanism in RINA. Thus, RINA offers 
improved RTT in process control and data acquisition than 
TCP/IP. 

6 Conclusion 

The proposed model extracted improved network performance 
of CPS communication in RINA when compared to TCP/IP. A 
CPS model in client-server mode is developed in RINA as  
well as TCP/IP. The process control and data acquisition 
functionality of CPS is tested in the client-server model. Then, 
the CPS server application measured Round Trip Time (RTT) 
for each controlling or data acquisition event. The standard 
deviation of RTT is calculated and compared between both 
networks. Results emphasised that the RINA model has 
improved response times with 47% and 55% consistency in 
process control and data acquisition, respectively, compared to 
TCP/IP. This work proved the enhanced network performance 
of RINA with its distributed IPC mechanisms. We are currently 
investigating RTT variations in the presence of security 
algorithms like authentication and encryption. The limitations 
include the availability of its UNIX-based network stack and a 
unified testing facility where its performance can be tested with 
authenticity. 
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