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Abstract: With the growing need for anonymity and privacy on the internet, 
anonymous communication networks (ACNs) such as Tor, I2P, JonDonym, and 
Freenet have risen to fame. Such anonymous networks aim to provide freedom 
of expression and protection against tracking to its users. Simultaneously, there 
is also a class of users involved in the illegal usage of these ACNs. An 
emerging research topic in the field of ACNs is network traffic classification, 
as it can improve the network security against illegal users as well as improve 
the quality of service for its legal users. In this study, we review the research 
works available in the literature relevant to traffic classification in ACNs based 
on machine learning (ML) and also present to the researchers the general 
concepts and techniques in this area. A discussion on future trends in this area 
is also provided to bring out the future enhancements required in ML-based 
network traffic classification in ACNs. 
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1 Introduction 
The usage of privacy and anonymity services on the internet has increased in recent 
years. One of the reasons for this is the demand for freedom of expression and protection 
against tracking and surveillance. Another reason is the availability of anonymous 
communication networks (ACNs) such as Tor, invisible internet project (I2P), Freenet, 
JonDonym, and many others. The ACNs provide anonymity to their users through 
encryption. Although the seekers of privacy and anonymity benefit from ACNs, there are 
also entities abusing them to perform illegal activities behind the anonymity (Peng, 2014; 
Rigby 1995). 

One of the vital research areas that can improve the performance of ACNs and, at the 
same time, reduce their abuse is network traffic classification. Discerning the traffic in 
ACNs is helpful in surveillance systems to block anonymous traffic altogether, thus 
imposing censorship and enhance network security and in QoS provisioning based on 
application type running in the ACNs. Hence, network traffic classification in ACNs is an 
emerging and open field to researchers. Due to the encrypted traffic in the ACNs, traffic 
classification in ACNs is not as easy as in unencrypted networks (Rigby, 1995; Dainotti 
et al., 2012; Aceto and Pescape, 2015). 

Historically, traffic classification has been performed using port-based methods in 
which traffic is identified solely based on ports used by an application. The port-based 
methods have become obsolete due to their inability to tackle dynamic ports and 
obfuscation techniques. Another method of traffic classification is payload based,  
which is complex and involves deep packet inspection (DPI). Nevertheless, due to the 
resource-intensive and sophisticated nature of the payload-based method, it is not much 
preferred. In recent years, ML based traffic classification has gained much interest from 
researchers, and hence, ML-based traffic classification in ACNs is an emerging and open 
field (Finsterbusch et al., 2013; Zuev and Moore, 2005). 

Over the few years, some experiments have been conducted by the researchers on the 
ML-based traffic classification in ACNs with varied interests such as network security, to 
improve the design of ACNs, to curb the illegal activities on ACNs. In this paper, we 
review the works available in the literature concerning traffic classification in ACNs 
based on ML and provide a holistic view of the concepts, available techniques, and trends 
in this area. As per our knowledge, this is the first of a kind review of ML-based traffic 
classification in ACNs. With this article, we aim to provide the state of art techniques 
available in the field of traffic classification in ACNs. 

The main contributions of this paper are: 
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• A comprehensive workflow of an ML model and its application are discussed to 
provide a background for the ML-based traffic classification. 

• We discuss the need for traffic classification in ACNs in addition to its benefits. A 
discussion of the traditional methods of traffic classification and their limitations 
compared to ML-based methods is also provided. 

• An architectural overview of ACNs such as Tor, I2P, JonDonym, and Freenet is 
discussed along with its working and features. 

• We provide a comparative analysis of the reviewed works covering the steps in  
ML-based traffic classification, such as dataset generation, data preparation, 
algorithms, and model evaluation. 

• Finally, we provide future directions for traffic classification in ACNs in accordance 
with the reviewed literature. 

The remainder of this paper is organised as follows: Section 2 briefly provides the 
workflow of ML and its applications. It also discusses the need for traffic classification in 
ACNs and the merits of ML-based traffic classification. In Section 3, we explain the 
architecture and working of a few ACNs. Section 4 discusses the methodology of  
ML-based traffic classification in ACNs and also provides a comparison of the reviewed 
works. Finally, Section 5 provides a discussion on challenges and future trends in ML-
based traffic classification in ACNs and concludes the review.  

2 Background 
2.1 Machine learning 
ML is a technique of building a predictive model from past historical data, which is used 
to make predictions for new data. ML techniques help in making faster decisions and find 
applications in various domains such as fraud detection, machine automation, and 
network security (Mitchell, 1997; Domingos, 2012). 

2.1.1 The workflow of ML 
Figure 1 shows the workflow of a ML model. The steps involved in developing an ML 
model are data collection, data preparation, model training, and model evaluation (Wang 
et al., 2017). 

The first step in developing an ML model is obtaining a dataset in the application 
domain. The quality of the dataset plays a very crucial role in the performance of an ML 
model. Therefore, the correctness of the dataset must be ensured through proper 
evaluation of the experimental setup used to generate the dataset. The dataset is divided 
into training and testing data, which is used in model training and model evaluation steps, 
respectively. 

Data preparation is the next step in building an ML model. Usually, the data available 
in a particular application domain does not work as-is for the problem at hand. Hence, 
preparing the data to cater to the needs of the problem is an essential step in ML 
workflow. Data preparation includes feature selection, feature extraction, sampling, 
normalisation, etc. (Kotsiantis et al. 2006). 
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An ML model is built by training an algorithm with past historical data. A part of the 
data called the training data is used to build the model. An ML model built can be a 
classification model, regression model, or a clustering model depending on the 
characteristics of the problem and data availability. During the process of model building, 
the parameters of the ML algorithms are fine-tuned to minimise the error in the model 
predictions. 

The final step in the workflow of ML is model evaluation. One of the ways of model 
evaluation is the train-test split, which uses the testing data to determine the performance 
metrics. An alternative approach to evaluate a model is to perform cross-validation in 
which the dataset is divided into k subsets, and one out of k subset is used as testing data. 
The remaining k – 1 subset are used as training data. This process is performed k times 
with different subsets used as testing data during each iteration and is called k fold cross-
validation. 

Figure 1 Workflow of ML model (see online version for colours) 

Data 
Collection 

Data 
Preparation 

Model 
Training 

Model 
Evaluation 

 

2.2 Applications of machine learning 
ML finds applications in various domains in the real world. From industrial automation to 
healthcare, stock market analysis, to network management, ML has shown its ability to 
help applications in making informed decisions based on past data. 

The following list shows some of the application domains of ML and its specific 
applications (Domingo, 2012): 
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• Healthcare: ML helps medical practitioners in predicting the ailments in patients 
based on the pattern developed from past patient data. This application domain of 
ML has gained momentum due to the availability of a massive amount of real-time 
data from wearable sensors and devices. The specific applications in the healthcare 
domain include blood pressure monitoring, drug discovery, kidney disease prediction 
and overall health monitoring, etc. (Panch, et al., 2018). 

• Financial services: ML helps the financial sector to identify key insights of the 
historical data and also helps in predicting future trends in the trade. Stock market 
prediction, risk assessment, and fraud detection are few applications of ML in the 
finance sector (Mathur, 2019). 

• E-commerce: ML can help e-commerce vendors in areas like recommender systems, 
warehouse monitoring, route prediction, cost, and demand prediction. ML solutions 
have demonstrated excellent results in several E-commerce companies like Amazon 
and Alibaba. 

• Network management: Another domain that benefits from ML are the area of 
network management for applications like traffic analysis, malware analysis, 
anomaly detection, spam detection, etc. ML-based applications show improved 
network security, quality of service and, traffic management (Ayoubi et al., 2018). 

• Manufacturing: From preventative maintenance to the automation of human tasks, 
ML has found its importance in the area of manufacturing and maintenance. ML also 
finds its application in product quality, business productivity, and customer 
relationship. The application of ML in the manufacturing sector helps the sector in 
eliminating unnecessary time delays and cost expenses (Wuest et al., 2016). 

The application domains of ML are vast, and listing every such domain is avoided here 
for the sake of brevity. One of the applications in the domain of network management, 
i.e., network traffic analysis, is the topic of this paper. The network traffic analysis is a 
process of examining the network traffic to discover patterns in the traffic, which can 
help in applications like surveillance systems, QoS provisioning etc. One of the 
significant tasks in network traffic analysis is network traffic classification. 

Traffic classification is a process of categorising a network’s traffic into multiple 
classes. Traffic classification has gained importance in the last few years due to its 
application in network traffic management, network security, and research and 
development of networks (Pescape et al., 2018). In line with the growing popularity of 
ACNs, the classification of traffic in ACNs is an emerging and open field.  

In the following subsection, we describe the need for traffic classification in ACNs 
and also the traditional and trending techniques employed for network traffic 
classification. 

2.1.2 Traffic classification in (ACNs) 
Traffic classification in ACNs is a challenging research area as these ACNs employ 
encryption techniques to preserve privacy. Discerning the traffic in ACNs can help in 
improving the performance of ACNs and also provides a solution to curb its illegal usage. 

Traffic analysis and classification of ACNs can be helpful to internet users in multiple 
ways, as pointed out below: 
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• Classification of anonymous traffic against background traffic can be helpful in 
Network Surveillance Systems to block Anonymous traffic completely and enhance 
network security. Due to the inherent resistance that the ACNs put forth to internet 
censorship, traffic classification is helpful to the Law Enforcement Agencies (LEAs) 
in certain countries to enforce censorship to the internet. 

• The designers of the ACNs can benefit from the classification of the anonymous 
traffic in robustifying the privacy provided to its users. 

• Also, the classification of anonymous traffic and the identification of the application 
running on it (such as browsing, streaming, file transfer) can help the providers of 
ACNs to improve their performance by providing different QoS to different classes 
of traffic. 

Over the years, traditional methods of traffic classification, like Port-based and Payload 
based methods are in use in network management applications. In the Port-based 
approach, the traffic is identified solely based on the port used by it; this is by far the 
most straightforward traffic classification technique. However, due to the usage of a 
dynamic range of ports and obfuscation techniques, port-based methods have become 
obsolete. The payload based method classifies traffic using DPI and is highly accurate. 
Nevertheless, payload based methods are sophisticated and resource-intensive operations. 
Recently, ML based methods have shown benefits in traffic classification and hence are 
suitable for traffic classification in ACNs. ML-based methods are light weighted, 
scalable, and suitable for real-time traffic classification as well. 

The following section lists various ACNs available to internet users and also provides 
an overview of the architecture and working of each of the ACNs. 

3 Overview of ACNs 
ACNs are a subset of communication networks prevalently developed as a solution to 
protect the privacy of internet users. Although the internet was not originally designed to 
provide anonymity, the need for freedom of expression, censorship, protection against 
tracking, and surveillance paved the way for ACNs. The provision of anonymity on the 
Internet brings a few drawbacks along with it, such as abuse and illegal activities carried 
out through the anonymous network (Peng, 2014; Rigby, 1995). 

A few of the anonymity services available to protect the privacy of the users on the 
Internet are Tor, I2P, Jondonym, and Freenet. All these ACNs prevent IP tracking with 
the help of encryption techniques. 

3.1 Tor anonymous network 
Tor is a free anonymous network based on onion routing developed at the United States 
Naval research lab and works only for TCP streams. In networks employing onion 
routing, the messages are encrypted in layers similar to the layers of an onion with a 
different encryption key for each layer (Tor: Overview, 2020). 

For Tor communication, a circuit consisting of relays is built for every hop in the 
communication path. Each relay node is aware of only the relay node that provides the 
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encrypted data to it and the node to which it sends the encrypted data. Figure 2 shows a 
HyperText Transfer Protocol (HTTP) communication through the Tor network. 

Figure 2 Tor anonymous network (see online version for colours) 

 

In Figure 2, for the establishment of the circuit, Alice’s Tor client obtains a list of 
available Tor entry/guard nodes from a directory server, and the Tor client has access to 
all the encryption keys of the relay nodes. The selected entry node sends the decrypted 
message to another relay node, and this process continues till the exit node, where each 
relay node decrypts the received message with its encryption key analogous to the 
peeling of layers of an onion. The exit node sends the message to the server without any 
encryption, and the response from the server reaches Alice’s Tor client through the same 
nodes wherein each of the relay nodes encrypts the message. Since the client has all the 
encryption keys, it can decrypt the response from the server. The Tor network provides 
anonymity through its encryption technique, and any eavesdropper listening to a 
connection can only learn an encrypted message and information on relay nodes before 
and after it and not the actual message and its source and destination. 

The Tor network supports applications such as Streaming, Torrent and Browsing, 
Chat, VoIP, etc. The Tor network prevents a censoring entity from blocking it with the 
help of pluggable transports (PTs). The PTs obfuscate encrypted traffic and thus 
bypassing the censoring entity. Some of the applications in PTs available on the Tor 
anonymous network are ScrambleSuit, Meek, FlashProxy, etc. (Tor: Pluggable Transport, 
2020). 

3.2 The I2P anonymous network 
The I2P is a packet-based anonymous network with end to end encryption based on garlic 
routing. The garlic routing is an extended version of onion routing with support for 
encryption of multiple messages together (Invisible Internet Project, 2020). 

The I2P network is composed of several nodes, which act like routers and a set of 
inbound and outbound tunnels to enable anonymous communication. The tunnels in the 
I2P network are made of peer nodes in the network and is always unidirectional. The I2P 
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has a distributed network database to distribute routing and destination contact 
information. Figure 3 shows an example of I2P communication between a few users. 

Figure 3 I2p anonymous network (see online version for colours) 

 

In Figure 3, Alice, Bob, Charlie, and Dave are the users on the I2P network; each of them 
has a local router running within them to connect to other gateways on the network. In 
the example provided, Alice and Bob have both inbound and outbound tunnels, whereas 
the users’ Charlie and Dave have only outbound and inbound tunnels, respectively. If 
Alice wishes to communicate with Bob, then she sends the message out of her outbound 
tunnel and towards the inbound tunnel of Bob through the tunnel gateway. The network 
database provides information about the tunnel and tunnel gateway to the users on the I2P 
network. The messages that pass through the tunnels and the gateway are garlic encrypted 
(I2P team, 2020). 
Table 1 Applications supported on the I2P network 

Application Functionality Type 

I2P-Bote Email Plugin 
I2PSnark File sharing – BitTorrent client Bundled 
I2P Messenger Instant messaging client Standalone 
jIRCii Internet relay chat client Plugin, standalone 
Eepsites Anonymous websites Service 
Putty SSH client Standalone 
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I2P supports a wide variety of applications for users seeking anonymity. Table 1 provides 
the details of the applications supported on the I2P network. Some of the applications 
supported on an I2P network are Email, File sharing, Anonymous clients, etc. The 
application of the I2P network can be bundled with the I2P browser or as a standalone or 
a plugin software. Some applications can also be used as a service in the I2P network 
(Supported Applications, 2020) 

3.3 JonDonym anonymous network 
Jondonym is a Java-based anonymity service that provides anonymity to its users through 
a set of mix cascades. The JonDonym users can select the mix cascades, and a cascade 
consists of two or three encrypted mix servers. The servers in the cascades are either 
operated by Public authorities, private companies, or by private persons. Figure 4 shows 
the working of the JonDonym network (JonDonym, 2020). 

Figure 4 JonDonym anonymous network (see online version for colours) 

 

The operators of the cascade servers follow provisions to protect the anonymity of the 
users. As shown in Figure 4, users of the JonDonym network connect to its target through 
a series of mix servers that encrypt the connection, which helps in preserving the privacy 
of the users from the eavesdroppers. 
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Table 2 Summary of data generation methods and characteristics of the generated dataset 
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Table 2 Summary of data generation methods and characteristics of the generated dataset 
(continued) 

 Re
f. 

Te
ch

ni
qu

e 
Pu

bl
ic

ly
 a

va
ila

bl
e 

D
at

as
et

 v
ar

ia
nt

s 
C

la
ss

es
 

At
tri

bu
te

s 

K
im

 a
nd

 
A

np
al

ag
an

 (2
01

8)
 

Pu
bl

ic
ly

 a
va

ila
bl

e 
da

ta
se

t (
U

N
B-

CI
C 

D
at

as
et

) 

- 
O

nl
y 

on
e 

va
ria

nt
 

Br
ow

sin
g,

 a
ud

io
 st

re
am

in
g,

 c
ha

t, 
vi

de
o 

str
ea

m
in

g,
 m

ai
l, 

V
oI

P,
 P

2P
 a

nd
 fi

le
 

tra
ns

fe
r. 

M
ea

n,
 m

in
, m

ax
, s

td
. o

f f
or

w
ar

d 
IA

T,
 b

ac
kw

ar
d 

IA
T,

 fl
ow

 IA
T,

 a
ct

iv
e 

tim
e,

 
id

le
 ti

m
e,

 re
sp

ec
tiv

el
y.

 F
lo

w
 b

yt
es

 p
er

 se
co

nd
 fl

ow
 p

ac
ke

ts 
pe

r s
ec

on
d 

flo
w

 
du

ra
tio

n 
Ra

o 
et

 a
l. 

(2
01

8)
 

Em
ul

at
io

n 
vi

a 
ex

pe
rim

en
to

r 
N

o 
O

nl
y 

on
e 

va
ria

nt
 

To
r, 

D
N

S,
 H

TT
P,

 S
SH

, S
SL

 
Th

e 
flo

w
 d

ur
at

io
n,

 th
e 

m
in

im
um

/m
ax

im
um

/a
ve

ra
ge

/v
ar

ia
nc

e 
of

 
up

lin
k/

do
w

nl
in

k 
pa

ck
et

 in
te

rv
al

. T
he

 p
ac

ke
t s

iz
e:

 to
ta

l u
pl

in
k/

do
w

nl
in

k 
lo

ad
, 

th
e 

to
ta

l n
um

be
r o

f u
pl

in
k/

do
w

nl
in

k 
pa

ck
et

, t
he

 to
ta

l n
um

be
r o

f 
up

lin
k/

do
w

nl
in

k 
pa

ck
et

s w
ith

 p
ay

lo
ad

, t
he

 m
in

im
um

/ 
m

ax
im

um
/a

ve
ra

ge
/v

ar
ia

nc
e 

siz
e 

of
 u

ps
id

e/
do

w
ns

id
e 

pa
yl

oa
d 

pa
ck

et
 le

ng
th

 
di

str
ib

ut
io

n:
 

Fl
ow

 d
ire

ct
io

n 
(A

/B
), 

sta
rti

ng
/e

nd
in

g 
tim

es
ta

m
ps

, a
nd

 d
ur

at
io

n 
of

 th
e 

flo
w

, n
o.

 
of

 b
yt

es
/p

ac
ke

ts 
Tx

/R
x,

 m
ea

n,
 m

in
, m

ax
, m

ed
ia

n,
 q

ua
rti

le
s o

f p
ac

ke
t l

en
gt

h 
(P

L)
 st

at
ist

ic
s, 

IA
T 

sta
tis

tic
s, 

jo
in

t  
PL

-IA
T 

st
at

ist
ic

s r
es

pe
ct

iv
el

y,
 T

CP
 a

nd
 IP

 h
ea

de
r r

el
at

ed
 fe

at
ur

es
, n

o.
 o

f 
co

nn
ec

tio
ns

 
1 

Fr
om

 so
ur

ce
 (d

es
tin

at
io

n)
 IP

 to
 d

iff
er

en
t h

os
ts 

Ca
i e

t a
l. 

(2
01

9)
 

Pu
bl

ic
ly

 a
va

ila
bl

e 
da

ta
se

t (
A

no
n1

7)
 

- 
O

nl
y 

on
e 

va
ria

nt
 

To
r, 

I2
P,

 Jo
nD

on
ym

: E
ac

h 
of

 th
e 

A
no

ny
m

ou
s n

et
w

or
k 

fu
rth

er
 d

iv
id

ed
 

in
to

 d
iff

er
en

t t
ra

ffi
c 

ty
pe

 a
nd

 e
ac

h 
tra

ffi
c 

ty
pe

 su
bd

iv
id

ed
 in

to
 d

iff
er

en
t 

ap
pl

ic
at

io
n 

ty
pe

 

2 
Be

tw
ee

n 
so

ur
ce

 a
nd

 d
es

tin
at

io
n 

IP
 d

ur
in

g 
th

e 
lif

et
im

e 
of

 th
e 

flo
w

. 
Fl

ow
 d

ire
ct

io
n 

(A
/B

), 
sta

rti
ng

/e
nd

in
g 

tim
es

ta
m

ps
, a

nd
 d

ur
at

io
n 

of
 th

e 
flo

w
, n

o.
 

of
 b

yt
es

/p
ac

ke
ts 

Tx
/R

x,
 m

ea
n,

 m
in

, m
ax

, m
ed

ia
n,

 q
ua

rti
le

s o
f p

ac
ke

t l
en

gt
h 

(P
L)

 st
at

ist
ic

s, 
IA

T 
sta

tis
tic

s, 
jo

in
t  

PL
-IA

T 
st

at
ist

ic
s r

es
pe

ct
iv

el
y,

 T
CP

 a
nd

 IP
 h

ea
de

r r
el

at
ed

 fe
at

ur
es

, n
o.

 o
f 

co
nn

ec
tio

ns
 

1 
Fr

om
 so

ur
ce

 (d
es

tin
at

io
n)

 IP
 to

 d
iff

er
en

t h
os

ts 

M
on

tie
ri 

et
 a

l. 
(2

01
9)

 
Pu

bl
ic

ly
 a

va
ila

bl
e 

da
ta

se
t (

A
no

n1
7)

 
- 

Fl
ow

-b
as

ed
 v

ar
ia

nt
 

To
r, 

I2
P,

 Jo
nD

on
ym

: E
ac

h 
of

 th
e 

A
no

ny
m

ou
s n

et
w

or
k 

fu
rth

er
 d

iv
id

ed
 

in
to

 d
iff

er
en

t t
ra

ffi
c 

ty
pe

 a
nd

 e
ac

h 
tra

ffi
c 

ty
pe

 su
bd

iv
id

ed
 in

to
 d

iff
er

en
t 

ap
pl

ic
at

io
n 

ty
pe

 

2 
Be

tw
ee

n 
so

ur
ce

 a
nd

 d
es

tin
at

io
n 

IP
 d

ur
in

g 
th

e 
lif

et
im

e 
of

 th
e 

flo
w

. 
 

 
 

Ea
rly

 v
ar

ia
nt

 
To

r, 
I2

P,
 Jo

nD
on

ym
: E

ac
h 

of
 th

e 
an

on
ym

ou
s n

et
w

or
k 

fu
rth

er
 d

iv
id

ed
 

in
to

 d
iff

er
en

t t
ra

ffi
c 

ty
pe

 a
nd

 e
ac

h 
tra

ffi
c 

ty
pe

 su
bd

iv
id

ed
 in

to
 d

iff
er

en
t 

ap
pl

ic
at

io
n 

ty
pe

 

Se
qu

en
ce

 o
f p

ai
rs

 (p
ay

lo
ad

 le
ng

th
, I

A
T)

 o
f t

he
 fi

rs
t K

 p
ac

ke
ts 

of
 e

ac
h 

flo
w

 



   

 

   

   
 

   

   

 

   

    Discerning the traffic in anonymous communication networks 105    
 

    
 
 

   

   
 

   

   

 

   

       
 

3.4 Freenet anonymous network 
Freenet is a decentralised anonymity network for storing and publishing users’ data 
without compromising privacy. It is a peer-to-peer network with a location-independent 
distributed file system. The main aim of this anonymity network is the provision of 
anonymity to both the producers and consumers of the data through the usage of hash 
keys (Watson et al., 2020). 

4 Anonymous traffic classification approaches based on ML 
In this section, we study and analyse different articles available in literature in the field of 
ACNs for traffic classification. This study provides an insight into the available literature 
by underlining the various aspects of an ML model such as dataset, feature engineering, 
ML model, and model evaluation. In addition, This section provides the researchers with 
a view of the current state of the art in the area of ML-based traffic classification of 
ACNs. 

4.1 Dataset 
Datasets are an integral part of the ML workflow. A dataset that is used in developing a 
learning model must be relevant to the application area, thus improving the model’s 
performance. In the area of traffic classification, the collection of the dataset is a critical 
task due to the complex and scalable nature of the internet network. 

Researchers have resorted to various ways to generate the dataset for developing a 
learning model for traffic classification such as  

1 using emulation 

2 using private anonymous networks 

3 using real traffic from the real anonymous network like TOR, I2P 

Another set of researchers use a dataset that is made publicly available through any of the 
methods as mentioned earlier. The schematic diagram of generating the datasets for 
traffic classification for ACNs is of the form shown in Figure 5. 

As shown in Figure 5, the dataset generation has three abstract layers, with Data 
measurement, Network, and Environment. The nodes in the network layer are set up 
depending on the type of environment used in the data generation. In the reviewed 
literature, we observe three types of environments: Public anonymous networks, Private 
anonymous networks, and the emulated network. 

• Public Anonymous networks: Obtaining data from public anonymous networks is the 
optimal way to generate the dataset. However, due to the privacy-preserving nature 
of ACNs, data collection from real ACNs are often complicated. Despite the 
complexity, few of the works such as (AlSabah et al. 2012; Lashkari et al., 2017; 
Shahbar and Zincir-Heywood, 2018) have managed to obtain data from real ACNs, 
and out of these works, few (Lashkari et al., 2017; Shahbar and Zincir-Heywood, 
2018) have also published the dataset publicly for the use of research community. 
Research works like Hodo et al. (2017), Pescape et al. (2018), Kim and Anpalagan 
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(2018) and Cai et al. (2019) have used the publicly available dataset for their 
research. 

• Private anonymous networks: Another type of environment to generate data for the 
traffic classification in ACNs is private anonymous networks. In He et al. (2015) and 
Jia et al. (2017), a set of machines are set up to work together as a private Tor 
network. This method involves configuring a set of virtual machines to act as Tor 
nodes and directory servers. Although this method is not as accurate as real 
anonymous networks, it is still a feasible way of data generation for researchers. 

• Emulated networks: Only one of the works (Rao et al., 2018) that we reviewed uses 
the technique of emulation via emulator software ExperimenTor (Bauer et al., 2011). 
ExperimenTor is a large scale Tor emulation testbed to help Tor researchers in 
setting up their system. The emulation method for generating data for traffic 
classification is the easiest of the methods available, but the results in an emulated 
network cannot be generalised for real networks, and to deploy the traffic 
classification technique, further evaluation on real networks is mandatory. 

Figure 5 Schematic diagram of the dataset generation (see online version for colours) 

Dataset 

Labeling 

Packet analyzer 

Packet capture 

Public anonymous 
networks 

Private anonymous 
networks 

Emulation Environment 

Network 

Data 
measurement 

 

For packet capture, all the works we reviewed use the Wireshark packet analyser 
(Orebaugh et al., 2006) to obtain the pcap files containing details of the traffic flows. The 
obtained pcap files are analysed by packet analysing software like Transanalyser2 (2020). 
Finally, the dataset is labeled based on its ground truth to produce a dataset. 

Table 2 provides a summary of different ways in which the researchers have obtained 
the datasets for developing their learning model and the details on the dataset. 
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4.2 Data preparation 
Preparing the dataset is necessary to improve the classification accuracy of the ML 
model. A few of the data preprocessing techniques that is required in an ML workflow 
are feature selection, sampling, missing values etc. While missing values are either filled 
with mean or zero values or in other situations, the instances with missing values are 
removed altogether from the dataset. To eliminate class imbalance problems in the 
dataset, down sampling, or up sampling to performed depending on the type of class 
imbalance. Feature selection is another pre-processing technique to select more relevant 
features among the available features in the dataset. Since the task of network traffic 
classification is a real-time task, considering feature selection as a pre-processing step 
can help to improve the training time of the model. Generally, A feature selection process 
involves an evaluation technique and a search technique to generate an optimal feature 
subset. A few of the commonly used feature selection evaluation methods are correlation-
based selection and information gain. In addition to the feature selection evaluation 
algorithms, a search method is employed during pre-processing. Search methods like 
ranker and best first are most common, but some also use other methods, as shown in 
Table 3. 

The reviewed works in the field of traffic classification of ACNs employ two types of 
feature selection evaluation methods: filter method and cluster-based methods. 

• Filter method: The filter method ranks the features of the dataset based on metrics 
such as correlation coefficients and mutual information and is computationally fast. 
A majority of the reviewed works make use of correlation-based feature selection 
(Lashkari et al., 2017; Hodo et al., 2017; Pescape et al., 2018), few works such as 
Cai et al. (2019) and Jia et al. (2017) employ feature selection based on information 
gain, and others employ feature selection based on mutual information and other 
time constraints (Montieri et al., 2019). 

a Correlation-based methods figure out a subset of features based on the degree of 
redundancy in the feature set. The correlation method ensures that the elements 
in the feature subset have a high correlation with the target variable and low 
correlation amongst themselves (Khalid et al., 2014). 

b Information gain calculates the increase in entropy in the presence and absence 
of each feature in the feature set. This measurement of entropy decides the 
importance of a feature amongst the feature set and helps in selecting a subset of 
features (Khalid et al., 2014). 

c Mutual information-based methods figure out a subset of features based on the 
mutual information among variables, which is the uncertainty of one variable 
due to the knowledge of another variable. Often in mutual information-based 
methods, the objective is to minimise the mutual information among the feature 
vectors and maximise the mutual information between a feature vector and the 
target class variable (Hoque et al., 2014). 

d Time constraint-based methods are often used for real-time traffic classification 
in a network. The goal is to select features based on their occurrence in time to 
evaluate the minimum set of features that help in classifying a traffic flow in 
real-time. Only the reviewed works, (Pescape et al., 2018; Montieri et al., 2019) 
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employ time constraint-based feature selection methods to perform real-time 
traffic classification in ACNs.  

• Cluster-based method: One of the works that we reviewed (He et al., 2015) uses k 
means clustering for feature selection, which is a cluster-based method. In the 
cluster-based method, features are grouped using the k means algorithm with a pre-
defined value of k. The elements in the feature set which do not belong to any cluster 
are irrelevant features, and the elements belonging to one cluster are redundant to 
each other. The centroids of created clusters are the elements of the subset of features 
used for building the ML model (Ismi et al., 2016). 

In addition to the feature selection evaluation algorithms, some of the reviewed 
incorporate a search algorithm to evaluate a different possible subsets of features and 
obtaining the best subset of features. 

• Best first: This search technique involves greedy hill-climbing aided with a 
backtracking algorithm. 

• Ranker: In the Ranker search method, the features are listed as per the result obtained 
from the feature selection evaluation technique used in conjunction with it. 

• Heuristic search: Heuristic search is based on probability, and this kind of search 
algorithm avoids evaluation of all the possibilities as in greedy search and calculates 
the approximate best subset. 

• Greedy search: The greedy search method performs a forward or backward search 
on the features of the dataset. Greedy search stops when the addition/deletion of any 
remaining features results in a decrease in evaluation. 

Table 3 Summary of feature selection techniques 

Ref. Feature selection evaluation technique Search method 

AlSabah et al. (2012) - - 
He et al. (2015) K-means clustering + ClustalW algorithm - 
Lashkari et al. (2017) Correlation-based feature selection Best first 

Information gain Ranker 
Jia et al. (2017) Information gain - 
Hodo et al. (2017) Correlation-based feature selection Heuristic search 
Shahbar and Zincir-Heywood 
(2018) 

- - 

Pescape et al. (2018) Correlation-based feature selection Ranker 
Time constraint-based feature selection - 

Kim and Anpalagan (2018) - - 
Rao et al. (2018) - - 
Cai et al. (2019) Modified mutual information and random 

forest (MMIRF) 
Greedy search 

Montieri et al. (2019) Mutual information-based feature selection Ranker 
 Time constraint-based feature selection - 
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4.3 ML algorithms and model evaluation 
A lot of ML algorithms are readily available for building an ML model on various 
toolkits such as Weka (Holmes et al., 1994), and TensorFlow (Abadi et al., 2016). Due to 
the availability of a large number of ML algorithms, selecting the most suitable algorithm 
is very important to deploy the optimal ML solution in real-world traffic classification. 
All the works that we reviewed have built and evaluated models on multiple algorithms 
and selected the model with the highest performance. Table 4 shows the summary of the 
literature that we have reviewed concerning the ML algorithm used to build the model 
and the evaluation techniques employed to obtain its performance measure during traffic 
classification in ACNs. 

As is evident from Table 4, all of the reviewed works involve a supervised learning 
model except for Rao et al. (2018), which uses the gravitational clustering algorithm. 
Traffic classification in communication networks is broadly divided into two types: 
offline classification and real-time classification. 

• Offline classification: In offline classification, classification is performed by utilising 
the flow information after it has ended. This type of classification has no time 
constraints on the classifier model, and the majority of our reviewed works perform 
only offline classification Cai et al. 2019; He et al., 2015; Hodo et al., 2017; Jia et 
al., 2017; Kim and Anpalagan, 2018; Lashkari et al., 2017; Shahbar and  
Zincir-Heywood, 2018; Rao et al., 2018). 

• Real-time classification: Real-time classification involves classifying network traffic 
into respective classes as early as possible. The on the fly classification of traffic is 
beneficial in network management tasks such as surveillance systems, QoS 
provisioning for applications. Real-time classification requires an efficient ML 
model and is a challenging task in network traffic classification. Few of our reviewed 
works, (AlSabah et al., 2012; Montieri et al., 2019; Pescape et al., 2018) perform 
real-time classification in addition to offline classification. 

In ML, Train-test split and cross-validation methods are commonly used to validate 
classification models and evaluate their performance. 

• Train-test split: In this validation method, the dataset is divided into a training set, 
testing set, and occasionally there is also a validation set. The training set is to fit the 
model, validation set to tune the hyper parameters, and test set to evaluate the 
performance of the built ML model. The researchers in He et al. (2015), Jia et al. 
(2017), Hodo et al. (2017), and Kim and Anpalagan (2018) incorporate this method 
for model validation. 

• Cross-validation: The dataset is divided into k subsets, and one out of the k subset is 
used as testing data, and the remaining k – 1 subset is used as training data. This 
process is performed k times with different subsets used as testing data during each 
iteration and is called k fold cross-validation.  

In AlSabah et al. (2012) and Lashkari et al. (2017), authors perform 10-fold cross-
validation. Whereas in Pescape et al. (2018), Montieri et al. (2019), and Cai et al. (2019), 
stratified and nested variants of cross-validation are performed. In stratified, the subsets 
of data are created to ensure that each subset is representative of the whole set. On the 
other hand, in nested cross-validation, inner cross-validation is performed to fine-tune 
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hyper parameters and to choose the best model and outer cross-validation to evaluate the 
performance of selected models. 

Finally, in Table 4, we also provide the tool kits used by the reviewed works to 
provide the researchers with a view of the possible tools to be used for traffic 
classification in ACNs. 

5 Conclusions, challenges and future trends 
This review paper presented an overview of traffic classification in ACNs and a general 
procedure to perform ML-based traffic classification in ACNs. We discussed each step in 
the ML workflow in detail with a comparison of the relevant works in the traffic 
classification of ACNs. Finally, this study unveiled many of the challenges and future 
trends that should be incorporated by researchers in the ML-based traffic classification 
field to benefit from the usage of ACNs and also to eliminate the abuse of ACNs. 

Given the current techniques and trend in the field of ML-based traffic classification 
in ACNs, we notice the following aspects still unaddressed and has the potential to be 
incorporated in future research works: 

• Availability of dataset: Only two of the works (Lashkari et al., 2017; Shahbar and
Zincir-Heywood, 2018) amongst the reviewed literature have made their dataset
publicly available. The availability of datasets to researchers can help in easy
comparison of results and lead to improved traffic classification models for ACNs.

• Response time: None of the works that we reviewed provide information on the
response time of their model. As the ACNs are real-time, the response time of the
model is a critical factor in real-time traffic classification.

• Model deployment: The integration of ML classifiers into ACNs is the end goal of
the traffic classification research. None of the reviewed works have deployed their
model on real networks to evaluate the performance in real-time.

• Scalability: Since the internet is enormous, evaluating the scalability of the traffic
classification solution is a necessary task to deploy the model in real ACNs. Again,
none of the works discussed focuses on this aspect of networks.

As discussed in Section 4 of the review paper, many research works have focused on 
discerning the traffic in ACNs using the ML approach. While the comparison tables in 
Section 4 showed that the available literature has employed varied techniques for data 
collection, data preparation and model building and evaluation. We notice that very few 
researchers made their dataset public for further research improvements due to the 
privacy-preserving nature of ACNs. Such public datasets can be beneficial in comparison 
of existing literature to quantitatively select the best traffic classification system for real-
time deployment. 

Another important area of network traffic classification in ACNs that needs to be 
worked upon by future researchers is the real-time or on the fly traffic classification, 
which provides more insights into real-time network management (QoS provisioning, 
network security) than compared to offline network traffic classification. 
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Table 4 Summary of ML algorithms and evaluation techniques 
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Table 4 Summary of ML algorithms and evaluation techniques (continued) 
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