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Abstract: In order to overcome the singularity of intrusion detection in sensor 
networks, a real-time detection method of intrusion trace information in sensor 
networks based on Bayesian belief network is proposed. This method 
constructs the intrusion detection model of Bayesian belief network based on 
the directed bipartite graph, uses the improved wavelet threshold to denoise the 
sensor network signal, and extracts the trace information features with 
abnormal conditions in the denoised signal. The most representative abnormal 
trace information feature is extracted by principal component analysis (PCA). 
Based on this feature, Bayesian belief network intrusion detection model is 
used to realise the real-time detection of trace information of sensor network 
intrusion. The experimental results show that the overall detection rate is higher 
than 90%, the detection accuracy is higher; the recall rate and precision rate are 
both higher than the traditional method, and the maximum error of the 
detection results is only 0.05. 
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1 Introduction 

With the popularisation of micro sensors, short-range wireless communication and  
other technologies, small sensor nodes with sensing, computing and communication as a 
whole, low cost and low consumption also have a high development trend (Kazim et al., 
2017). Wireless sensor network also extends from the application in the military field to 
other fields such as environmental science, medical and healthcare. It has very significant 
military value and application prospects. Wireless sensor network has become a hot 
analysis problem (Subhashis and Bappa 2017). With the extensive use of wireless sensor 
networks in many fields, in the 20th century, the cover article of business week in the 
USA set it as the concept of significant interference to human development in the new 
century (Na, 2019). Wireless sensor network enters every corner of human society with 
the identity of sensing technology. However, due to poor computing performance,  
small memory space, constraints in resource application, poor anti-interference and guard 
ability of wireless communication, information privacy and integrity are damaged when 
the network transmits information (Norman et al., 2019). Encryption and authentication, 
public key system and other means can protect the sensor network to a certain extent, but 
are constrained by the performance of nodes. Such technologies cannot be set in all 
sensor nodes. Therefore, the design of an intrusion detection method has certain practical 
significance (Yan and Pang, 2019). Intrusion detection belongs to a kind of non  
passive defence method, which can detect and identify hidden attacks in the network, 
implement targeted solutions in turn, and complete the security defence of sensor 
network (Bao et al., 2018). How to design an intrusion detection method which can be 
carried by technology nodes, meet the network characteristics and implement  
high efficiency under the premise of the performance constraints of wireless sensor 
network nodes is the core of wireless sensor network which can be widely used (Li et al., 
2019). 

In Sangjune et al. (2017), the detection algorithm is set in an independent detection 
node, in which monitoring data is set, detection scheme and intrusion detection are used. 
The scheme used in this paper consists of forwarding scheme, repeating scheme and radio 
transmission area scheme. Forwarding method can detect acquisition black hole and 
selective forwarding attack, repeating scheme can deny service attack, radio transmission 
area scheme can detect acquisition wormhole and Hellflood attack, etc. However,  
when analysing intrusion detection, if the number of failures caused by non-compliance 
with the rules is not less than the number of failures caused by network accidental 
reasons, the intrusion is considered to exist. According to the linear detection principle, a 
mathematical prediction model of Markow is constructed based on a single sensor node. 
If the absolute value of the difference between the actual and predicted network traffic is 
not lower than the set threshold, it is considered to have an attack behaviour. This 
strategy has the advantages of low detection difficulty and real-time, but it has some 
limitations. Jiang et al. (2017) uses the advantages of high stability of sensor nodes, and 
sets a simple detection algorithm in each node based on the model. This method can 
obtain abnormal nodes around, but the intrusion behaviour detected by this method is 
one-sided. 

Therefore, this paper proposes a real-time detection method based on Bayesian belief 
network for intrusion trace information of sensor network. In this method, a Bayesian 
belief network intrusion detection model is constructed based on the directed bipartite  
graph. By combining the soft and hard threshold functions, the wavelet threshold  
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is improved to remove the dryness of the sensor network signal and extract the  
trace information features of the abnormal situation in the denoised signal. The most 
representative trace information features are extracted by the principal component 
analysis (PCA) and the Bayesian belief network is used based on this feature. The 
network intrusion detection model realises the real-time detection of the intrusion trace 
information of the sensor network. The experimental results show that the overall 
detection rate of this method is higher than 90% in the complete training set. When 
detecting the intrusion trace information of incomplete sensor network in real time, the 
detection rate is as high as 98.23%. The recall rate and precision rate are higher than 
those of the Markov based detection method of the intrusion trace information of sensor 
network. The maximum error of the detection result is only 0.05, which can better 
remove the noise in the sensor network. 

2 Real time detection of intrusion trace information in sensor network 
based on Bayesian belief network 

2.1 Denoising of Bayesian belief network intrusion information based on 
directed bipartite graph 

When the expert knowledge is insufficient, the significant causal relationship between the 
intrusion types and each type of alarm in the sensor network cannot be determined with 
high accuracy, so the Bayesian belief network model of intrusion detection cannot be 
obtained with high accuracy (Liu et al., 2019). Bayesian network performs well on  
small-scale data, can handle multi classification tasks, and is suitable for incremental 
training, especially when the amount of data exceeds the memory, it can be a batch of 
incremental training. In this case, we can directly learn the topological structure and 
related parameters of Bayesian belief network according to the most representative core 
characteristics of sensor network. In reality, the structure of learning network is very 
complex, even though many researchers pay attention to this kind of aspect at present, 
and the learning effect and efficiency do not meet the needs. Therefore, this paper 
proposes a Bayesian belief network intrusion detection model based on directed bipartite 
graph. The Bayesian belief network structure model of the detailed directed bipartite is 
shown in Figure 1. 

The difference between the directed bipartite graph based Bayesian belief  
network and the conventional Bayesian belief network is that the node set U of the 
directed bipartite graph based Bayesian belief network consists of two parts: E and W,  
in which E describes the first level node set, representing all the characteristic  
attributes of the sensor network; W describes the second level node set, representing all 
the intrusion types. The directed edge set V is regarded as the edge from node set E to W, 
and all the edges are from the first layer to the second layer. In this model, there are two 
kinds of nodes in the attributes of intrusion and intrusion features. The intrusion belongs 
to the parent node and the intrusion features belong to the child node (Magnus et al., 
2018). 
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Figure 1 Structure of Bayesian network intrusion detection model based on directed bipartite 
graph 

 

If there is independence between each result, based on this assumption, each parameter 
value in the model can be easily learned in the sensor network. Compared with some 
common intrusion detection models, the model established in this paper can not only 
detect single intrusion trace information, but also detect a variety of intrusion trace 
information at the same time. 

Assuming that the sensor network signal is: 

( ) ( ) ( )t t m tμ ψ= +  (1) 

Where μ(t) represents the sensor network signal with noise, ψ(t) and m(t) describe the 
original signal and Gaussian white noise respectively. 

When μ(t) is transformed into discrete wavelet, then: 

( ) ( ) ( ), , ,x t mi t i t i tϖ ϖ ϖ= +  (2) 

In formula, 0,1,2, , , 1,2, , .i N t M= … = …  ( ),x i tϖ  represents a sensor network  
signal with noise; ( ),t i tϖ  and ( ),m i tϖ  represents the original signal and noise in turn 
based on the wavelet coefficients in layer i; N describes the number of decomposition 
layers; M describes the signal length. 

Because the wavelet transform belongs to linear transformation, after discrete wavelet 
transform of noisy signal ( ), ,x i tϖ  the obtained wavelet coefficient ( ),x i tϖ  is set as 
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, ,i tϖ  which includes the wavelet coefficient ( ),t i tϖ  of original signal ψ(t), it is set as 
vi,t, and it also includes the corresponding wavelet coefficient ( ),x i tϖ  of noise m(t), 
which is set as ui,t. 

The denoising method used in this paper is a combination of soft and hard  
threshold functions. The schematic diagram of the two threshold functions is shown in 
Figures 2 and 3. 

Figure 2 Soft threshold function 
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Figure 3 Hard threshold function 
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The essence of wavelet threshold denoising method is: if ,i tϖ  is not higher than the 
threshold, and ,i tϖ  is caused by noise, then , ,i t i tuϖ ≈  can be ignored; if ,i tϖ  is not less 
than the threshold, and the wavelet coefficient is caused by signal, then , , .i t i tvϖ ≈   
Both the soft and hard threshold methods deal with ,i tϖ  which is not less than the 
threshold (Gao, 2019). The former is to shrink this part of wavelet coefficients to 0 
according to a certain amount; the latter is directly set as , , .i t i tvϖ =  After that, the 
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wavelet coefficients ,ˆ i tϖ  after processing are reconstructed by wavelet, and the denoised 
signal ( )ˆ tψ  (Siqi et al., 2018) is obtained. In conclusion, the principle of wavelet 
threshold denoising is shown in Figure 4. 

Figure 4 Principle of denoising with wave threshold 

( )tμ

( ),i tϖ

( )ˆ ,i tϖ

( ),i tψ

 

The core of wavelet threshold denoising is threshold processing, which consists  
of two parts: threshold estimation and threshold function selection. This paper only 
analyses the selection of threshold function. The soft and hard threshold functions 
proposed by D.L. Donoho are as follows: 

( ) ( ), , ,
,

,

,
ˆ

0,
i t i t i t

i t
i t

sgn ϖ ϖ ξ ϖ ξ
ϖ

ϖ ξ

⎧ <⎪= ⎨
<⎪⎩

 (3) 

, ,
,

,

ˆ
,

0,
i t i t

i t
i t

ϖ ϖ ξ
ϖ

ϖ ξ

⎧⎪= ⎨
<⎪⎩

 (4) 

In formula, sgn() represents symbolic function; ξ represents the threshold. 
To sum up, a Bayesian belief network intrusion detection model is constructed  

based on directed bipartite graph. By combining the soft and hard threshold functions,  
the wavelet threshold is improved to de dry the sensor network signals. 
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2.2 Feature extraction and detection method of trace data 

Based on the denoised sensor network signal, the method of trace data feature extraction 
and detection is used to obtain the abnormal trace information of the sensor network. 
When detecting the abnormal trace information of the sensor network in real time, it is 
necessary to extract the trace information features of the sensor network with abnormal 
conditions, where the features belong to the frequency domain features (Shangqi et al., 
2017). The acquired trace data of sensor network is turned into frequency-domain signal, 
conducted spectrum or power spectrum research, and changed into frequency-varying 
power according to the amplitude of time variation (Hodo et al., 2017). According to the 
frequency centre ,FCg  root mean square frequency RMSFg  and root variance frequency 

,RVFg  the research of frequency spectrum describes the signal main frequency direction, 
main frequency variation and concentration level of power spectrum in sequence. The 
formulas are as follows: 

( ) ( )
0 0

/FCg gK g dg gK g dg
+∞ +∞

= ∫ ∫  (5) 

( ) ( )
1/ 2

0 0
/RMSFg gK g dg gK g dg

+∞ +∞⎡ ⎤= ⎢ ⎥⎣ ⎦∫ ∫  (6) 

( ) ( ) ( )
1/ 2

2

0 0
/RVF FCg g g K g dg gK g dg

+∞ +∞⎡ ⎤= −⎢ ⎥⎣ ⎦∫ ∫  (7) 

The power spectrum is set to K(g). Then the acquired trace data of the sensor network can 
be transformed into the frequency domain signal 

( ) ( ) j FC RMSF RVFy g g g K g= + +  (8) 

The frequency-domain features of all abnormal trace data signals in the sensor network 
can be expressed as a feature vector, and the space established by the feature vector 
belongs to the feature space (Bang et al., 2017). In this paper, the feature of abnormal 
trace data signal in sensor network is acquired by PCA, which belongs to the nonlinear 
form of PCA. Its core content is to map the abnormal trace data signal of sensor network 
sample into the non low dimensional feature space in the input control, and then 
implement the frequency domain of abnormal trace data signal using PCA in the non low 
dimensional space. The specific implementation form of feature extraction is shown in 
the following (Xu et al., 2018). 

Supposing that the anomaly trace data vector of m dimensions is y, and let a kind of 
abnormal trace data set of y be yj, j = 1, 2, …, M. Non-linear G is used to map  
the abnormal trace data signals of sensor network samples in space Qm to non low 
dimensional feature space Qt, and then complete the PCA based on this non low 
dimensional feature space (Xu et al., 2017). 

Assuming that the sample set G(yj) of the abnormal trace information of the nonlinear 
sensor network is de mean ( )0

G 0,M
jj

y
=

=∑  then the covariance matrix B of the inner 
product G(yj) is: 

( ) ( )
1

1 G G
M T

j j
j

B y y
M =

= ∑  (9) 
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The correlation between eigenvalues and eigenvectors is as follows: 

k k ku Buε =  (10) 

Where, the value of eigenvalue εk is not less than 0, and uk represents the eigenvector. 
If formula (9) is imported into formula (10), then: 

( ) ( )
1

1 G G ,
M

k j j k k k
j

Bu y y u u
M

ε
=

= <∑ >  (11) 

It is assumed that uk has all the eigenvectors corresponding to the non-zero eigenvalues in 
the plane formed by G(yj), and also has a non-zero coefficient [Fj, j = 1, 2, …, M],  
then 

( )
1

G
M

k j j
j

u F y
=

=∑  (12) 

Using formula (10) to formula (12), we can get: 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )
1

1 1

G , G , ,

1 G ,G G ,G

M

k j k k j j j j k
j

M M

j j j j j
j j

y u F y y G y Bu

y y F y y
M

ε ε
=

= =

<

×

< >

=

≥∑

∑ ∑
 (13) 

If the M × M matrix is ( ) ( ) ( ), G ,G ,ji j j j jC d y y y y= = ( ), ,j jd y y  D represents the 
kernel function satisfying Mercer’s theorem, the formula (9) is simplified to 

2M F ,k B B Fε =  then: 

M Fk BFε =  (14) 

Then the eigenvalues and eigenvectors of B are expressed as Mεk and Fk. The  
eigenvalues are arranged according to the order from arrogance to small. If the  
ratio of the sum of the first n eigenvalues to the sum of the total eigenvalues  
is greater than the set threshold, then the number of principal elements is n (Rajib and 
Sipra, 2017). 

In order to normalise the feature vector uk, the feature vector F is normalised: 

/
k

k
k

F
F ε→ =  (15) 

Then we can get the projection of the signal sample yj of abnormal trace data based on the 
tth principal vector uk in Qt space, then the eigenvalue of yj is: 

( )
1

,
k

M

k j
Fj

u B y y
=

= →∑  (16) 

To sum up, trace information features with abnormal conditions in denoising signals  
are extracted, and the most representative trace information features are extracted  
by PCA. 
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2.3 Parameter learning of Bayesian belief network  

According to the Bayesian belief network based on the conditional probability γ  
of each characteristic attribute in each intrusion type w, then ( )1 1 , ,u wγ = …  

( ) ( ) ( ) ( ) ( )2 2 2 2, , ; , ,n n n m n mu w u w u w u w u wγ γ γ γ γ= = = … = = . Where n represents 
the number of attributes and m represents the number of intrusion types. 

If each feature data is independent of each other, then according to Bayes theorem,  
it exists: 

( ) ( ) ( )
( )
j j

j

u w w
w u

u

γ γ
γ

γ
=  (17) 

Because each attribute is assumed to be independent of each other, there are: 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )2
1

, ,
n

j j j j n j j j j j
j

u w w u w u w u w w w u wγ γ γ γ γ γ γ γ
=

= … = ∏  (18) 

PCA is a statistical technique which transforms many factors into a few core factors. 
From the perspective of probability, redundant attributes and attributes with small amount 
of information are removed, and then the core factors obtained represent the original data 
set, so as to achieve dimension reduction (Wen et al., 2017). If the attribute set of sensor 
network is u1, u and um, and the requirement attribute is set to X1, X2 and Xn, then n < m, 
at the same time, X1, X2 2 and X2 have no relevance. Then these n new variables  
can describe a large amount of information of the existing dataset represented by the 
existing m variables (Hui et al., 2018). The detailed process of the algorithm is as 
follows: 

• Let ( )1 2, , , ,k mu u u u= …  ( )1 2 , ,, ,
T

j j j qju u u u= …  q represents times, standardise the 

existing characteristic matrix u, and describe it with u. 

• According to u, the matrix ( )ij m m
u u u u

×
′= =  is calculated. 

• Calculate the characteristic equation ( ) 0u uBΔ − =  to obtain the characteristic roots 

1 2, , ., m∂ ∂ … ∂  

• According to the value of real demand |u|, judge the value of the required core  
factor n: 

1

1

n
jj

n
jj

u=

=

∂

∂

∑
∑

 (19) 

• According to the required n core factors, the corresponding eigenvector aj of ∂j used 
in the operation 

• Calculate X1, X2, Xn, in which it has: 

1 1 2 2 j j j mj mX a u a u a u= + +…+  (20) 

Where, j = 1, 2, …, n. 
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According to the above process, we can get the value that can represent the maximum 
value n of the core factor of the existing feature set according to the actual needs, and 
then through the N core factors to represent the data set again, we can also achieve 
dimension reduction (Miguel and Member, 2017; Prodromos et al., 2018). 

To sum up, if the attribute is discrete, ( )ju wγ  can be obtained by dividing the 
frequency in each category based on the statistical training samples. 

In this paper, the real-time detection of intrusion trace information is transformed  
into the reasoning problem of Bayesian belief network. On the premise that the  
causal relationship of the sensor network mode is regarded as a certain point known 
value, one or more joint probability distributions (in short, the marginal probability 
distribution ( )p cu uγ ) of unknown value are calculated. 

( ) ( )1 2 1 2, , , , , ,p c p p pk ku u u u u u u uϕ ϕ ϕγ γ= … …  (21) 

Where, ϕ describes the node set that can be observed (belonging to the evidence 
variable); p describes the node set to be queried (belonging to the query variable) that 
must calculate the joint probability distribution. 

The Bayesian belief network model has a complete description of the total joint 
probability distribution of all variables. Based on the theory, this kind of probability 
distribution is set, the principle of conditional probability is used, the low-order joint 
probability is calculated through the high-order joint probability, and all possible 
reasoning retrieval can be processed. Therefore, the joint probability distribution of all 
variables in the sensor network can be obtained directly, and then the edge probability 
distribution of query variables for a certain value can be obtained by using Bayesian 
formula. Then: 

( ) ( )
( )

( )
( )

1

1

, ,
 

, ,
p c m

p c
c m

u u u u
u u

u u u
γ γ

γ
γ

…
= =

…
∑  (22) 

In the formula, all joint probability distributions can be obtained by multiplying all 
conditional probability distributions in the Bayesian belief network according to the chain 
rule: 

( ) ( )1 1 1
1

, , , ,
m

m j
j

u u u uγ γ −
=

… = …∏  (23) 

Before multiplication, the probability distribution of such conditions and non conditions 
must be set according to the detailed value of the evidence variable group in the sensor 
network, but after multiplication, the values obtained by such operations can be added 
together to obtain ( )p cu uγ  and ( ).cuγ  

Based on the Bayesian belief network model, because the child nodes share all the 
parent nodes, and it is assumed that each child node does not have correlation with  
each other when setting the value combination of the parent node, but in reasoning,  
all the child nodes are set as evidence variable group and the parent node is set as query 
variable group, so, based on obtaining the probability distribution of the full joint, it is 
simplified as: 
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( ) ( ) ( )11 1
1 2 1 2

, ,
, , , , , ,

m m
pi ci p pij j

p p pk k

u u u u
u u u u u uϕ ϕ ϕ

γ γ
γ

β
= =

…
… … =

∏ ∏
 (24) 

Where β represents the normalisation factor. The combination with the highest possibility 
can detect the intrusion trace information with high precision. 

A Bayesian belief network intrusion detection model is constructed based on the 
directed bipartite graph. By combining the soft and hard threshold functions, the wavelet 
threshold is improved to remove the dryness of the sensor network signal and extract the 
trace information characteristics of the abnormal situation in the denoised signal. The 
most representative trace information characteristics are extracted by the PCA method 
and the Bayesian belief network intrusion is used based on the characteristics The 
detection model realises the real-time detection of the intrusion trace information of the 
sensor network. 

3 Results 

3.1 Experimental scheme 

The experiment uses the intrusion data of sensor network in KDD99 database to simulate 
the occurrence of intrusion events. Network environment is a LAN with a maximum  
load of five computers. Hardware environment of detection end is: personal computer 
with Inter (R) core (TM) i5-321M2.5GHz CPU and 2GRAM memory. After learning the 
experimental data, judging the Bayesian parameters, the experimental program is 
programmed with PNL library, and 14 attribute nodes and 5 attack types of nodes are 
obtained. And the attack test data are shown in Table 1. 

Table 1 Attack test data 

Frequency  Type of attack Number of attacks 
Tcp Sync 2270 
Ping 2263 
IP Ver 2259 
IP Addr 2254 

50 frames per second  

Arp 2232 
Tcp Sync 2641 
Ping 2603 
IP Ver 2541 

500 frames per second  

IP Addr 2530 

3.2 Performance index research 

True positive (TP) real attack triggers IDs to generate an alarm, which is the correct 
alarm; false positive (FP) event triggers IDs to generate an alarm when no actual attack 
occurs, which is a false alarm; false negative (FN) IDS fails to detect the actual attack; 
true negative (TN) has an attack and no alarm. 
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• Detection rate and false detection rate:  

( )
( )

Precision rate
TP TN

TP FP FN TN
+

=
+ + +

 (25) 

( )
( )

False positive rate 
FP

FP TN
=

+
 (26) 

• Recall rate and precision rate: Both are important indexes reflecting the  
retrieval effect. PR curve of the system can be drawn according to the precision  
and recall, and the system can be judged according to the curve. 

Recall rate = (retrieved relevant information/total relevant information  
                             in the system) × 100%. 

Precision rate = (relevant information retrieved/total information  
                             retrieved) × 100%. 

3.3 Test results of application of complete training set 

In the complete training set of sensor network, this method detects the intrusion  
trace information of three kinds of sensor network test sets, and the results are shown in 
Table 2. 

Table 2 Detection rate and false detection rate of three kinds of sensor network test sets 

Test set 1 (training set) Test set 2 (unknown attack) Test set 3 (known attacks) 
Invasive 
species 

Detection 
rate/% 

Noise 
factor/% 

Detection 
rate/% 

Noise 
factor/% 

Detection 
rate/% 

Noise 
factor/% 

Normal 96.27 2.47 97.89 6.66 97.89 8.44 
DoS 98.22 0.12 95.45 0.36 98.13 0.18 
Probe 95.17 1.16 99.18 9.02 99.04 2.12 
R2L 95.84 2.73 97.17 8.23 99.28 2.51 
U2R 95.01 6.37 97.12 6.39 91.55 2.74 
Whole 97.81 – 91.06 – 96.47 – 

For test set 3, which has almost the same distribution of intrusion types in the training  
set of sensor network, the detection rate of the method in this paper is higher than 90%, 
and the detection rate of test set 1 is as high as 96.47%. It can be seen that the real-time 
detection accuracy of the proposed method is high. 

3.4 Test results of incomplete sensor network 

In the training set of sensor network, some unknown data of incomplete sensor network 
are randomly selected. Among them, the probability of missing data is 11%, and the 
missing nodes are randomly selected. Table 3 is the real-time detection results of the 
method for the intrusion trace information of incomplete sensor network. 
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Table 3 Real time detection results of intrusion trace information of incomplete sensor 
network by the method in this paper 

Invasive 
species Normal DoS Probe R2L U2R 

Detection 
rate/% 

Normal 59,308 402 287 549 52 97.89% 
DoS 6648 219,379 3829 0 0 95.45% 
Probe 357 361 3298 152 0 96.67% 
R2L 14,508 0 498 1158 27 97.98% 
U2R 39 0 134 19 40 98.23% 
Noise factor/% 6.66% 0.36% 8.99% 8.23% 5.39% – 

It can be seen from Table 3 that the real-time detection rate of the proposed method for 
the intrusion trace information of incomplete sensor network is up to 98.23%, and the 
detection accuracy is high. 

3.5 Test performance analysis 

In order to highlight the detection performance of the method in this paper, the 
comparison test is carried out by using the method in this paper and the intrusion trace 
information detection method based on Markov, and the recall rate and precision rate of 
the two methods are analysed. The obtained results are shown in Figures 5 and 6. 

Figure 5 Test results of this method (see online version for colours) 

 

It can be seen from the analysis of the above figure that after using the method in this 
paper to detect the intrusion trace information of the sensor network, the recall rate and 
precision rate are greater than those of the Markov-based detection method for the 
intrusion trace information of the sensor network, so the detection performance of the 
proposed method is good. 

The method in this paper and the intrusion trace information detection method based 
on Markov are used to carry out the comparative test, analyse the consistency between 
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the detection results of the two methods and the real results, and judge the monitoring 
error. The results are shown in Figure 7. 

Figure 6 Test results of intrusion trace information detection method based on Markov  
(see online version for colours) 

 

Figure 7 Comparison results of detection errors between two methods (see online version  
for colours) 

 

As can be seen from Figure 7, the maximum error of the detection results of the method 
in this paper is only 0.05, but the error of the detection results of the intrusion trace 
information detection method of sensor network based on Markov is always higher than 
that of the method in this paper, which verifies the high detection accuracy of the method 
in this paper again. 

Noise is introduced into the sensor network used in this experiment, and the denoising 
effect of the proposed method and the intrusion trace information detection method  
based on Markov is analysed. Figure 8 is the schematic diagram after introducing noise 
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into the sensor network used in this experiment. Figures 9 and 10 are the denoising effect 
of the proposed method and the intrusion trace information detection method based on 
Markov. 

Figure 8 The schematic diagram after noise is introduced into the sensor network used in this 
experiment 

 

Figure 9 Denoising results of the method in this paper 
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Figure 10 Denoising effect of intrusion trace information detection method based on Markov 

 

Compared with Figures 8–10, the method in this paper can better remove the noise in the 
sensor network, the signal fluctuation of the sensor network after denoising has not 
changed, and the denoising effect of the intrusion trace information detection method 
based on Markov is not as good as that of the method in this paper, and the sensor 
network after denoising still has noise. Then the proposed method has the best denoising 
performance. 

4 Conclusions 

In this paper, a real-time detection method of sensor intrusion trace information based on 
Bayesian belief network is proposed. This method constructs a Bayesian belief network 
intrusion detection model based on directed bipartite graph, uses improved wavelet 
threshold denoising to process sensor network signals, extracts trace information features 
of abnormal conditions in denoising signals, and extracts the most representative 
abnormal traces through PCA. Based on Information features, Bayesian belief network 
intrusion detection model is used to realise real-time detection of sensor network 
intrusion trace information. The experimental results show that in the complete training 
set, the detection rate of the proposed method is higher, the overall detection rate is 
higher than 90%, and the overall detection rate for test set 1 is as high as 96.47%; in the 
real-time detection of intrusion trace information of incomplete sensor network, the 
detection rate is as high as 98.23%, and the detection accuracy is high; the recall rate and 
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precision rate are both higher than that of the intrusion trace information detection 
method for sensor network based on Markov; the maximum error of the detection result 
is only 0.05, which can remove the noise in the sensor network, and the fluctuation of the 
sensor network signal after denoising has not changed. This paper only studies the core 
algorithm, the next step is to continue to explore the architecture of the sensor network 
anomaly detection system based on improving and improving the anomaly detection 
algorithm. 
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