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1 Introduction 
Engineers and scientists always build mathematical models 
with particular abstraction for solving real problems or 
harnessing specific physical laws for building new genius 
products. Where nowadays, our science is a stack of 
abstractions. For example, we can go from Maxwell 
equations to Ohms law to digital gates to software via many 
abstractions. We produce a specific genius product going 
the reverse way by refinement. Refinement is the dual word 
of abstraction. At a certain level of abstraction, sometimes a 
problem can be seen from a different angle where scientists 
can have multiple-choice to use many mathematical models. 
For example, resource allocation problems can be modelled 
and solved using integer programming, linear programming, 
or graph theory. In this paper, we address the issue of the 
maximum clique on a dynamic graph. By definition, a 
clique is a complete subgraph, and a maximal clique is the 
set of all cliques in a given graph. 

In contrast, the maximum clique is the largest in the 
graph, i.e., the maximum cardinality set in the maximal 
clique. The problem considered here is a variant of the 
maximum clique problem (MCP) that arises from a dynamic 

environment. In this paper, we compute the maximum 
clique that includes specific vertices in the graph. This last 
can be a particular case of the MCP. To better explain this 
fact, let us consider the problem of eight queens. This 
problem was first posed by a German chess player in 1848. 
The n-queens problem is a generalisation of the above 
problem: placing n non-attacking queens on n × n 
chessboard  
Figure 1. 

Figure 1 Eight queens problem 
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If we consider the complement of queen graph (Bell and 
Stevens, 2009), the problem can be solved by enumerating 
all maximal cliques with n cells or vertices, i.e., MCE of an  
n-clique problem, an NP-complete problem even in the 
approximate case (Khot, 2001). 

If we assume that m queens are already positioned on 
the chessboard, what are the possible solutions for the (n-m) 
remaining queens? What is the maximum number of queens 
we can add to the chessboard if there is no solution? This is 
what has been considered as n queen completion problem 
(Gent et al., 2017). The complexity of this problem was first 
studied in Gent et al. (2017). By analogy to the n queens’ 
problem, this paper tries to solve the maximal clique 
completion problem MCCP for short, a particular case of 
the MCP. For that reason, we propose a symbolic graph 
representation suitable for microcontrollers to overcome 
RAM limitation and a new iterative algorithm for 
overcoming the stack limitation of recursively calls of 
functions or no stack at all. For example, the PIC 
microcontroller 16F877A does not support recursive calls. 
Programming languages designed for microcontrollers like 
the MicroPython impose specific maximum recursive 
depths. For instance, according to our programming 
experience, MicroPython on the Chinese IoT 
microcontroller esp8266 has 19 nested recursive calls as a 
limit. For solving the eight queen problem, formalised as a 
maximum clique, we cannot use any of the algorithms in the 
literature due to recursion and the complexity of the 
problem. The author will review the entire algorithms 
mentioned in the literature for solving the MCP problem in 
the next section. Furthermore, we will explain why 
microcontrollers are unable to support the literature 
algorithms for solving the problem considered in this paper. 
After that, the author proposes a new representation of 
graphs suitable for microcontrollers and a new algorithm 
dedicated to solving the MCP on this representation. The 
last sections are an assessment of the algorithm on the 
queen’s problem using python language. Moreover, 
accurate implementation of the algorithm using 
MicroPython on the NodeMCU with MAX7219 8 × 8 LED 
display can be realised. 

2 Background 
Today microcontrollers are used heavily in IoT systems. IoT 
devices, in general, have limited memory and computing 
power, where challenges are raised to the research 
community in this field (Nikoui et al., 2021). For that 
reason, efficiency is a pertinent concern for IoT systems. 
Many are the suggested propositions in the literature to 
fulfil this goal. Researchers started looking for a lightweight 
protocol with good performance to use it as the base 
protocol for the broker where the IBM protocol MQTT used 

in the petroleum rigs fits this subject (Kanakaris and 
Papakostas, 2020). 

Furthermore, the growing number of IoT devices and 
the tremendous volume of daily data make security another 
crucial objective to consider in IoT systems. Efficiency is 
the essential criterion, i.e., without efficiency, any proposed 
solution for a given problem in IoT systems cannot work 
(Ramu et al., 2020; Xiao et al., 2021). For example, in Zhao 
et al. (2021), the authors suggest an edge streaming data 
processing framework for reducing bandwidth resources 
and transmission delay during data transmission. 

Moreover, the environment in IoT is more dynamic 
(Yang et al., 2021). An IoT device can join the environment 
as it can leave. For example, in the joining, specific 
resources are requested, or connection links are established. 
For instance, in Hu et al. (2021), the authors suggest a 
probabilistic graph for community detection in a social 
network where the jargon community is similar to a clique 
in our context. In contrast, the solution proposed in this 
paper is an exact solution versus the approximative solution 
of Hu et al. (2021). We recall that the NP-complete problem 
can be solved by distribution for parallelisation; for 
example, if one hundred people want to cut their hair, we 
have one barber. If the barber takes 20 minutes for each 
client, the operation needs two days. But if we hire 100 
barber, the process spends 20 minutes only. The second 
approach used approximative techniques based on machine 
learning. For example, for the graph colouring problem 
VCP the authors Kashani et al. (2020) use fuzzy irregular 
cellular automaton (FICA) for finding a near-optimal 
solution. As we have explained before, the mathematical 
models used in engineering are related. For example, the 
VCP is related to the maximal clique’s dual problem, the 
maximum independent set. We draw attention to that the 
issue presented here can be formalised using other 
mathematical models used in scheduling. Either for 
decreasing waiting time by increasing concurrency or 
reducing energy consumption, we can cite Daid et al. 
(2021), where the authors use machine learning for 
facilitating the execution time to reduce energy 
consumption. The motivation for computing the exact 
solution in our approach is that mutual exclusion is a critical 
property. In general, for critical systems, engineers use 
formal methods. For example, in Ahamad et al. (2021) the 
authors use formal verification to warranty that the 
proposed protocol of authentification complies with security 
properties since security is critical. 

IoT infrastructure can add intelligence to our systems. 
For example, a cell phone takes excellent pictures that are 
physically impossible with its cheap and tiny camera sensor, 
but coupling this sensor with the suitable algorithms for 
image processing can take wonderful quality photos. For 
example, in Dong et al. (2021), the authors present an 
excellent solution for on-the-fly electricity bill generation, 
which is impossible without the internet of things (IoT). 
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Table 1 PIC MCU Family 

 Base line Mid-range Enhanced mid-range PIC18 

No. of pins 6–40 8–64 8–64 18–100 
Program memory Up to 3 KB Up to 14 KB Up to 28 KB Up to 128 KB 
Data memory Up to 134 bytes Up to 368 bytes Up to 1.5 KB Up to 4 KB 
Instruction length 12-bit 14-bit 14-bit 16-bit 
No. of instruction set 33 35 49 83 
Speed 5 MIPS* 5 MIPS 8 MIPS Up to 16 MIPS 
Feature • Comparator 

• 8-bit ADC 

• Data memory 

• Internal oscillator 

• In addition of baseline 
• SPI 
• I2C 
• UART 
• PWM 
• 10-bit ADC 
• OP-Amps 

• In addition of mid-range 

• High performance 

• Multiple communication 
peripherals 

• In addition of enhanced 
mid-range 

• CAN 

• LIN 

• USB 

• Ethernet 

• 12-bit ADC 
Deep stack call  0–2 level 2–8 level 2–8 level Up to 31 level 
Families PIC10, PIC12, 

PIC16 
PIC12, PIC16 PIC12F1XXX, 

PIC16F1XXX 
PIC18 

 
Similarly, in Bouneb and Saidouni (2021), the authors 
explain the importance of IoT technology in plumbing 
systems, where the plumbing system will be intelligent due 
to the software infrastructure behind IoT technology. The 
authors suggest a house plumbing system with fault 
tolerance and only one hot and cold water pipe. The paper 
showed that the concept of scenario alone could not ensure 
the integrity of the group mutual exclusion property. The 
idea of a group was first introduced by Joung (2000), where 
the resource considered is unbound, or we can say a  
state-based resource. 

Despite all of this IoT enhancement, technology cannot 
handle resource sharing with maximal concurrency. 
Moreover, the underlying IoT infrastructure cannot handle 
resource management automatically (Sangaiah et al., 2020). 
This fact motivated the research community to develop a 
novel blockchain for automatisation; for example, in Zhang 
et al. (2021), the authors suggest a novel blockchain for 
social networks to preserve privacy where social IoT is a 
particular case of a social network. 

Similarly, the algorithms mentioned in the literature for 
solving group mutual exclusion algorithms, to name a few 
Luo et al. (2013), Park et al. (2017) and Bashiri et al. 
(2018), miss automatisation for IoT systems because they 
need to compute a graph and give the groups manually. 
After all, the resources considered in those algorithms are 
unbound. 

In Bouneb (2021), the author considers the concept of 
the group on bound resources. Each resource has one 
instance. In this context, IoT devices participate in 
computing IoT groups to increase concurrency, as in the 
case of resources or computing groups based on sustained 
connection. Group formation is an essential issue in the IoT 
environment. Many features can be used to assess the 

correct notion of a group in a given setting. How is the 
quality of a group configuration measured so that one can 
say that a grouping of IoT devices in coalitions is better for 
this IoT device or the whole system than another? In this 
situation, the author shows that if we use graphs as a 
mathematical model for computing groups, the problem will 
be seen as a maximal or MCP. The distributed algorithm 
presented in Bouneb (2021) computes maximal clique 
distributively without recursion. All the algorithms 
presented in the literature, like Das et al. (2020) and 
Blanuša et al. (2020), use recursion and shared memory. 
The cloud as shared memory works fine, but those 
algorithms do not work speciously for critical systems 
without the internet. In Bouneb (2021), the graph of 
resources is already coded. Furthermore, for any non-
resources graph, the distributed algorithm cannot be applied. 
In addition, the algorithm cannot be used on standalone IoT 
devices. 

Other approximate approaches have been proposed for 
the MCP using heuristics (Smith et al., 2019; Babkin et al., 
2018). We recall that the distributed algorithms are 
generally used for the exact solution. 

The algorithm presented in this paper can efficiently 
solve the MCP and its variant maximum clique completion 
problem. We draw attention that all the algorithms 
presented in the literature are recursive. IoT devices are, in 
general, microcontrollers, which are a single on-chip 
computer or a system on chip (soc) that includes a processor 
core, data and code memory, Gpio, many on-chip 
peripherals, and communication interfaces. But in general, it 
cannot deal well with recursion. Recursion is curried out 
using the stack data structure. The stack is implemented on 
the SRAM memory. Hence the stack size will vary during 
runtime. To store the current fill level of the Stack, the CPU 
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contains a special register called the stack pointer (SP) in 
most microcontrollers is 16 bits, which points to the top of 
the stack. Stacks typically grow ‘down’, from the higher 
memory addresses to the lower addresses. So the SP 
generally starts at the end of the data memory. SP 
decremented with every push and incremented with every 
pop. Data space in some implementations of 
microcontrollers is so tiny that only the stack pointer lows 
register 8 bits are needed. Hence each function call takes 2 
bytes on the stack to store the caller’s address and the 
number and size of local variables, including passed 
arguments that are also stored on the stack. This fact can 
determine the number of recursive call depth limits for each 
microcontroller. For some microcontrollers, recursion is not 
allowed at all. For that reason, the application helps in the 
selection of a suitable micro-controller. For example, in the 
table below, the PIC MCU Family characteristics are 
divided into four categories: base line, mid-range, enhanced 
mid-range, PIC18. 

3 Maximal clique enumeration problem (MCE) 
This section describes the main algorithms proposed in the 
literature for computing Maximal cliques in a graph. 

1 The algorithm from the article by Bron and Kerbosh 
(1973) is the first algorithm created to find all the 
maximal cliques of a graph. It works with three sets: 
a A set C which contains the partial clique built at 

time t. 
b A set T which contains the candidate nodes to 

enlarge the partial clique. 
c A set D, which contains the nodes that have 

already been visited to construct a clique. 

Algorithm 1 
Procedure MCE (C, T, D) 
 if T ∪ D = ∅ Then 
  report C as a maximal clique 
 end if 
 choose a pivot vertex p in T ∪ D 
 for each vertex v in T * N(p) Do 
  T: = T – v 
  C: = v 
Procedure MCE (C, T ∪ N(v) , D ∪ N(v) ) 
  C: = C – v 
  D: = v 
 end for 

The algorithm, therefore, initialises T with all the nodes 
V of the graph while C and D are empty. Then, the 
algorithm performs several iterations. During each 
iteration, a pivot is selected. This fact facilitates the 
choice of the nodes that can be added to the current  
 
 

clique. The selection of the pivot is random. Therefore, 
the experiments do not always take the same time nor 
return the cliques in the same order. The procedure is 
written below in algorithm 1. 

2 Tomita: Tomita et al. (2004) Tomita’s algorithm is now 
the algorithm of reference. Its complexity is of the 
order of O(3n/3). It differs from Bron and Kerbosh’s 
algorithm by choosing the pivot, which generally 
allows pruning more efficiently. He also uses three sets: 
• A set Q which contains the partial clique which is 

constructed at a time t. 
• A SUBG set and a CAND set allow you to select 

the best possible pivot, then the best candidate, to 
expand the clique. 

The algorithm initialises the set Q empty while SUBG 
and CAND are initialised with the whole nodes V. 
Pruning is done by choosing the pivot. This choice 
allows a faster search because it maximises the size of 
the entire CAND. Moreover, if the CAND set is empty, 
but SUBG is not empty, we backtrack and return C 
because the current generated clique C can be a subset 
of the maximal clique. The procedure is depicted in 
Algorithm 2. 

Algorithm 2 
Procedure Tomita (Q, SUBG, CAND) 
 if SUBG = ∅ Then 
  report Q as a maximal clique 
 end if 
 choose a pivot vertex u ∈ SUBG which maximise |CAND ∩ 

N(u)| 
 while CAND – N(u) ≠ ∅ Do 
  choose q ∈ CAND – N(u) 
  Q: = Q + q 
Procedure Tomita (Q, SUBG ∩ N(v), CAND ∩ N(v) ) 
  Q: = Q – v 
  CAND: = CAND – q 
 end while 

3 Eppstein: Eppstein and Strash (2011) proposed an 
improvement of Tomita’s algorithm. Before executing 
Tomita, they suggest using the degeneracy of the graph. 

• Definition 1.1 The degeneracy of a graph G is the 
smallest number k such that each sub-graph S ∈ G 
contains a vertex of degree at most k. For each graph 
G, we can calculate its order of degeneracy, which is 
a linear order of vertices such that each vertex has at 
most d neighbours later in order. The degeneracy of a 
graph and its order can be calculated in linear time. 
The algorithm uses the same sets as Tomita; 
however, they are not initialised in the same way  
(see Algorithm 3). 
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Algorithm 3 
Procedure Tomita (Q, SUBG, CAND) 
  for each vertex vi in a degeneracy ordering v0, v1, … of G do 
  SUBG: = N(vi) ∩ {vi + 1, …, vn–1} 
  CAND: = N(vi) ∩ {v0, …, vi–1} 
Procedure Tomita (vi, SUBG, CAND) 
  end FOR 

4 MCP 
We present in this part a list of algorithms proposed in the 
literature to solve the MCP in a graph. 

1 MC and derivatives: MC is an exact algorithm that 
finds the clique maximum in a simple graph. This 
algorithm has several extensions (see Prosser, 2012). In 
the following, we present the basic principle of MC as 
well as its main variants. 

The first algorithm, MC, uses two sets: 
• A set C of nodes, initially empty, which contains 

the partial clique. 
Constructed at time t and which contains the 
maximum clique at the end of the algorithm. 

• A set P, initialised with all the graph nodes, 
contains the candidate nodes to enlarge the partial 
clique. The algorithm also uses a max variable 
which contains the size of the maximum clique 
found. The detailed procedure is presented in 
Algorithm 4. 

Algorithm 4 
Procedure-MC(C, P, max)  
while P ≠ ∅ do 
 if |C| + |P| < max: return 
 choose v the last element of P 
 C: = C + v 
 if |P ∩ Γ(v)| = 0 and |C| > max 
  Save C as the biggest clique 
  max: = |C| 
 end if 
 if |P ∩ Γ(v)| ≠ 0 
Procedure-MC(C, P ∩ Γ(v), max) 
 end if 
  C: = C – v 
  P: = P – v 
end while 

The first modification to save a little time is the MC0 
procedure. We only consider the neighbours whose 
identifier is less than the selected pivot node v, 
avoiding duplicates. In Prosser (2012), presenting 
different versions of the MC algorithm: MCQ, MCS, 
and BBMC. MCS itself is available in 2 versions MCSa 

and MCSb. According to the sorting previously carried 
out by a chosen colouring procedure, all these 
algorithms have in common to colour the graph. 

2 MCF: Pattabiraman et al.( 2013) propose an exact 
algorithm and a heuristic for the MCP applied to large 
graphs. 

The authors propose pruning methods during the 
algorithm. This pruning makes it possible to avoid 
exploring specific routes which would not provide 
better solutions. The heuristic proposed by the authors 
differs from the standard algorithm since it does not test 
each node of the set U but takes the one with the 
maximum degree. The algorithm, however, consists of 
exploring the nodes whose degree is greater than the 
size of the maximum clique found (see details in 
Algorithm 5.1, and its sub-function 5.2) 

Algorithm 5.1 
MCF() 
max: = 0 for each v ∈ |E| do 
 if deg(v) ≥ max then = > pruning 1 
 U: = ∅ 
 for each n ∈ Γ(v) 
  if id(v) > id(n) = > pruning 2 
   if deg(n) ≥ max then = > pruning 3 
    U: = U + n 
   end if 
  end if 
  end for 
  CLIQUE(U, 1, max) 
 end if 
end for 

 

Algorithm 5.2 
CLIQUE(U, size, max) 
if U = ∅ then 
  if size > max then 
    max: = size 
   return 
  end if 
 end if 
while |U| > 0 do 
  if (size + |U|) ≤ max: return 
  randomly choose u ∈ U 
  U: = U – u 
  Γ’(u) = {w|w ∈ Γ(u) and deg(w) ≥ max} 
  CLIQUE(U ∩ Γ’(u), size + 1, max) 
end while 

In the context of microcontrollers, the algorithms proposed 
above cannot work as a standalone application executed on 
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them due to their limited stack of the recursive call and little 
RAM. Hence we suggest a new iterative (non-recursive) 
algorithm for maximal and MCPs, which can be adapted 
easily for the maximum clique completion problem. The 
algorithm is based on partition refinement of the graph. 
Where the representation of this graph is a subset of natural 
numbers only, furthermore, this representation is a symbolic 
representation that is compact and hides the graph’s 
structure inside it. 

There are different ways to optimally represent a graph, 
depending on the density of its edges, type of operations to 
be performed, and ease of use. Here are the most commonly 
used representations to represent a graph. 

1 Adjacency matrix: Adjacency matrix is a sequential 
representation. It is used to represent which nodes are 
adjacent to each other, i.e., is there any edge connecting 
nodes to a graph? In this representation, we have to 
construct a square matrix A of n2 element. If there is an 
edge from a vertex i to vertex j, the corresponding 
element of A, aij = 1, otherwise aij = 0. If there is any 
weighted graph, then instead of 1s and 0s, we can store 
the weight of the edge. 

2 Representation and modelling by the incidence matrix: 
In incidence matrix representation, a graph can be, 
represented using a matrix A of n rows and m columns 
such that: 
• A(p; k) = 0 if and only if p is not adjacent to the 

edge j 
• A(j; k) = 1 if and only if j is the end of edge k 
• A(i; k) = –1 if and only if i is the origin of the edge 

k 

This matrix is the most intensive in memory space. 

3 Adjacency list: is generally the most used 
representation, where we have the most efficient 
algorithms. A graph can be, represented using a 
dictionary: it is a simple table entry where each line 
corresponds to a vertex and includes the linked list of 
successors (or predecessors) of this vertex. 

5 Contribution 
5.1 Basic definitions 

5.1.1 Definition 1 
Let V = V = {b1, b2, …, bm} an ordered finite set of m 
elements, the set P(V) is the set of all subset of V denoted 
by V and ranged over by {v1, v2, …, vk}. Geometrically, we 
define a graph as a set of points (vertices) in space 
interconnected by a set of lines (edges). For graph G, we 
denote the vertex-set by V and the edge-set by E and write 
G = (V, E). An edge ek = (vi, vj) ∈ E iff vi ∩ vj = ∅ We 
make the notation vi ∼ vj. Furthermore vi, vj ∈ V s.t i ≠ j = > 
vi ≠ vj. if we consider each bi as a binary digit, it means  
bi ∈ B = {0, 1}. We have bj ∈ vi = > bj = 1 else bj = 0. Each 

vertex vi will be coded that can be mapped to a number in 
N, hence m should be greater or equal to n. 

Our proposed symbolic representation is based on 
Kneser graph (Kneser, 1955). Kneser’s graph K(m, k), is the 
graph whose vertices correspond to the k element subsets of 
a set of m elements, and where two vertices are adjacent if 
and only if the two corresponding sets are disjoint. In this 
paper, we use a particular case of Kneser’s graph as defined 
in definition 1, where the definition of the graph will be just 
a subset of natural numbers. 

We draw attention to the problem of finding a 
representation for a given graph is a 2-SAT problem with 
many linear algorithms in the literature Even et al. (1976). 
But for our context here of microcontroller, we draw 
attention that most of the algorithm in the literature for 
solving a 2-SAT or SAT problem is based on recursive 
backtracking. To overcome this problem, another approach 
is proposed. If we have a graph with n vertices, instead of 
coding a vertex on n bits, we will code it at most on 2n bits 
for avoiding recursive calls see Algorithm 6. The 
disadvantage of this approach is that it is not efficient in 
memory space. We recall that the problem considered here 
is more challenging due to a dynamic environment like the 
IoT. An advantage of our representation is that it concealed 
the structure of the graph inside the coding. 

Example 1 

Figure 2 Petersen graph (see online version for colours) 

 

The Petersen graph in Figure 2 can be represented by:  
G = {773, 138, 52, 73, 178, 42, 113, 193, 900, 524} 

Algorithm 6 
Data: G = (V, E), |V| = N 
Result: V = {n1, n2, …, nN} 
Begin 
   Co: = N 
 for each vi ∈ V: /* initialisation*/ 
    ni: = 2i–1 /* i start from 1 */ 
  for each e = (vi, vj) not in E i < j: 
     co: = co + 1 
     ni: = ni + 2co 
     nj: = nj + 2co 
end 
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Example 2 Let’s consider the graph G in Figure 3,  
G = (V, E), V = {1, 2, 3, 4, 5, 6}, E = {(1, 2), 
(1, 3), (2, 3), (3, 4), (4, 5), (5, 6)} 

Figure 3 Graph G (see online version for colours) 

 

In the initialisation we have V = {n1 = 1, n2 = 2, n3 = 4,  
n4 = 8, n5 = 16, n6 = 32}, co = 6 

For example 
(1, 4) ∉ E = > co = 7, n1 = n1 + 64, n4 = n4 + 64. After 

termination we will get the coding: 
1 2 3

4 5 6

897, 7,170, 24,580,
33,928, 10,512, 53,792

V V V
V

V V V
= = = 

=  = = = 
  

Figure 4 Coding for G (see online version for colours) 

 

This coding can be optimised using permutations. A 
possible optimised coding using Microsoft z3 sat solver is:  
v = {v5 = 19, v1 = 33, v3 = 20, v6 = 44, v2 = 10, v4 = 40}. 
The problem with our algorithm is that when the graph is 
large, the natural number used for the coding gets larger. 
Natural numbers on microcontrollers are limited using 
unsigned integers; to overcome this problem, we use tuples 
for a large number. Python has no limitation on the internal 
representation of integers. As you can see, the graph is just 
simple natural numbers that can be loaded easily in the 
microcontroller RAM, flash memory, or microSD card. 
Moreover, the algorithm presented here has linear 
complexity. 

We draw attention to that our representation is called 
symbolic representation. There is a lot of symbolic 
representation in the literature like binary decision diagram 
(BDD) and its variant ZDD (zero suppressed BDD)…, etc. 
(Knuth, 2009). The main goal of BDD is fighting the state 
space explosion problem, .i.e., reducing spatial complexity. 

In our context, the objective of the symbolic representation 
is to avoid recursion and, it does not assume that the number 
of vertices in the graph is known. In BDD, authors suppose 
that the number of vertices in a dynamic graph is known 
beforehand for educational purposes only (Saidouni and 
Labbani, 2003; Chaki and Gurfinkel, 2018). But in practice, 
they use the algebra of BDD. Since the problem of knowing 
the number of vertices beforehand is uncomputable (Catt 
and Norrish, 2021). In addition, our representation is not 
concurrent to BDD but can be combined with ZDD 
(Minato, 1993) for better performance. The problem with 
the packages for BDDs and its variant in the literature is 
recursion, which is not convenient in our application. 
Because the actual tendency is to avoid recursion where the 
work of Sølvsten et al. (2021) can be used in our context, 
we let this for future research. Moreover, the symbolic 
representation presented here is very close to the spatial 
complexity of BDD. 

5.1.2 Algorithm for MCE, MCP and MCCP 
Algorithm 7 is similar to Hopcroft (1971) for minimisation 
of automata, i.e., based on partitions refinement. The 
algorithm is optimised for a microcontroller, where the 
refvec represents the coding of the vertices, and the cliques 
are represented with binary coding. For example, the clique 
c = {897, 7,170, 24,580} is represented symbolically as  
c = 111,000 regarding the refvec, i.e., if bit i is set to 1, the 
vertex refvec[i] is included in the cliques, 0 if not included. 
The algorithm is a real implementation using python three, 
where the function symboliclique carries out the coding of 
the cliques as in San Segundo et al. (2018). The function 
ensclique carries out the inverse operation, transforming the 
coded clique to a standard set. The function splitt2: 

( 1, 1) 2( . ( ), , 1, 1, )z o splitt refvec index mi c z o treated=   

Split a given coded clique into two parts regarding the 
vertex mi: 

Z1 The vertices i in c where mi&I = 0; means 
adjacent to mi. 

O1 The vertices i in c where mi&I ≠ 0 means not 
adjacent to mi. 

Treated represent the set of the vertices already treated, 
and splitting has been carried out for the existing 
cliques relatively to them. 

Algorithm 7 at the first partition π0 = [c0] starts by the whole 
set of vertices as a clique c0 and chooses one vertex v1 and 
splits c0 into two cliques c11 and c12. After this splitting the 
set treated will contain v1, i.e., the partition will be π1 = [c11, 
c12], treated = {v1}. The second iteration continues the 
operation of splitting for c11 and c12 regarding v2. c11 will be 
c21 and c22, c12 will be c23 and c24. We will get the partition: 
π1 = [c21, c22, c23, c24], treated = {v1, v2}. We draw attention 
that for all cij and ckl in πi cij and ckl ≠ cij this property 
represents the notion of maximality in maximal clique 
problem. We call it in mathematics the anti-chain property 
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(Clements, 1974). This property needs an anti-chain 
function not included in our program here for simplicity. 
The algorithm terminates when he visits all the vertices in 
the graph. 

Algorithm 7 
Input: a coded graph V = {n1, n2, …, nN} 
        ID = [vi] ⊂ V 
        Output: all maximum cliques 

completed ID /* of course we can 
list only one*/ 

        refvec = l 
        n = len(refvec) 
        M = [symboliclique(set(refvec))] 
        mi = refvec[0] 
        ens = set([]) #[vi, vj] 
        idvec = Bitset(settovector(ens, 

refvec)) 
        i = 0 
        treated = set([]) 
while (len(treated) ! = n): 
 if (mi not in treated): 
  treated.add(mi) 
  temp = [] 
  for c in M: 
   r = ensclique(c) 
   if mi in r: 
    z1 = [] 
    o1 = [] 
    (z1, o1) = splitt2(refvec.index(mi), c, z1, o1, 

treated) 
    if idvec and z1 = = idvec: 
     if z1 not in temp: 
      if CountSetBits(z1) > = n: 
       temp.append(z1) 
    if idvec and o1 == idvec: 
     if o1 not in temp: 
      if CountSetBits(o1 )> = n: 
       temp.append(o1) 
   else: 
    if idvec and c == idvec: 
     if c not in temp: 
       temp.append(c) 
 else: 
  i = i + 1 
  mi = refvec[i] 
  M = temp #antichain(temp) 
print(i) 
Mi = list(set(M)) 
co = 0 
for e in range(len(Mi)): 

   co = co + 1 
   print(ensclique(Mi[e])) 
   print(co) 

If we want to compute maximal cliques MCE, we start with 
an empty set and delete the green lines in the algorithm 
above. countSetBits is a function that counts the cardinality 
of a given clique since cliques are represented symbolically; 
hence this function counts the bits set to one. If the green 
lines are not deleted, the algorithm solves MCP. If a  
non-empty list starts the Blue line, the algorithm computes 
MCCP. We can speed up this algorithm using the same 
approach as BronKerbosch and its variant by degeneracy 
ordering and pivoting. The main advantages of the 
algorithm presented here for this context versus the 
algorithms in the literature are: 

1 the algorithm in this paper is incremental where the 
algorithms in the literature are not 

2 iterative 

3 it can be applied in a dynamic environment 

4 it can be parallelised by the map and reduce without 
sharing anything 

5 it can be executed on microcontrollers 

6 solve the MCCP problem on IoT devices where the 
algorithms in the literature cannot. 

Example After executing the above algorithm on the 
precedent graph in Figure 3 we get: 

iteration N = 0 treated = {} 
partition = 0 = [897, 7,170, 24,580, 33,928, 10,512, 53,792] 
partition = 0 = [{53,792, 897, 7,170, 24,580, 33,928, 10,512}] 
iteration N = 1 treated = {897} 
partition 1 = [56, 31] 
[{897, 7,170, 24,580}, {53,792, 7,170, 24,580, 33,928, 
10,512}] 
iteration N = 2 treated = {897, 7,170} 
partition 2 = [56, 15] 
[{897, 7,170, 24,580}, {33,928, 10,512, 53,792, 24,580}] 
iteration N = 3 treated = {897, 7,170, 24,580} 
partition 3 = [56, 12, 7] 
[{897, 7170, 24580}, {33928, 24580}, {33928, 10512, 53792}] 
iteration N = 4 treated = {33,928, 897, 7,170, 24,580} 
partition 4 = [56, 12, 6, 3] 
[{897, 7,170, 24,580}, {33,928, 24,580}, {33,928, 10,512}, 
{10,512, 53,792}] 
iteration N = 5 treated = {897, 7,170, 24,580, 33,928, 10,512} 
partition 5 = [56, 12, 6, 3] 
[{897, 7,170, 24,580}, {33,928, 24,580}, {33,928, 10,512}, 
{10,512, 53,792}] 
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iteration N = 6 treated = {53,792, 897, 7,170, 24,580, 33,928, 
10,512} 
partition 6 = [56, 12, 6, 3] 
[{897, 7,170, 24,580}, {33,928, 24,580}, {33,928, 10,512}, 
{10,512, 53,792}] 

5.1.3 Dynamic environment 
Let’s assume that a new agent is coming and establish links 
with a few other agents. Each vertex on the graph represents 
an agent with a microcontroller as its primary intelligence 
computing unit. The new graph is depicted in Figure 5 

Figure 5 Graph G with new links (see online version  
for colours) 

 

The new edges add to the graph are Ne = {(4, 7), (5, 7)}. 
For the new coding, we simply use the algorithm of new 
vertex bellow: 

Algorithm new vertex 

Data: V = {n1, n2, …, nN}, Ne 
Result: V = {n1, n2 , …, nN, nN + 1} 
Begin 
  Co: = N 
  nN + 1: = 2N / * i start from 1 */ 
 for each e = (vi, vN + 1)not in Ne: 
   co: = co+1 
   ni: = ni + 2co 
   nN + 1: = nN + 1 + 2co 
end 

Hence the new coding will be V = {3,840, 61,441, 458,754, 
528,644, 74,248, 1,721,360, 1,345,568}. 

To compute a new set of cliques, we simply add one 
more iteration to the last partitioning relative to the new 
vertex V6 coded as 1,345,568. This will be done by 
initialisation of the first partition M by the last one 
computed in the precedent execution with the new coding of 
vertices, and we will get: 

Initialisation 

Lp [{3840, 61441, 458754}, {458754, 528644}, 
{74248, 528644}, {74248, 1721360}] 

Refvec [3,840, 61,441, 458,754, 528,644, 74,248, 
1,721,360, 1,345,568] 

M [] 

For each e n Lp: 

. ( ( ))M append symboliclique e   

Treated {3,840, 61,441, 458,754, 528,644, 74,248, 
1,721,360} 

Iteration N 7 treated = {3,840, 61,441, 458,754, 
1,345,568, 528,644, 74,248, 1,721,360} 

Partition 7 [112, 24, 13, 6] [{3,840, 61,441, 458,754}, 
{458,754, 528,644}, {74,248, 1,345,568, 
528,644}, {74,248, 1,721,360}] 

You can easily see that this algorithm is suitable for 
microcontrollers in a dynamic environment. Its 
characteristics are incremental, where the entire algorithms 
mentioned in the literature cannot solve this problem. Few 
algorithms in the literature considering the dynamicity of 
the environment (Yang et al., 2021). 

6 Use case 
This section will apply the proposed algorithm above for 
MCE on n queen’s problem to compare its speed with the 
BronKerbosch algorithm endowed with degeneracy 
ordering and pivoting (Eppstein and Strash, 2011). We draw 
attention to that the number of iteration in our algorithm 
equals the number of vertices in the graph. Moreover, our 
algorithm can have many enhancements, like degeneracy 
ordering and pivoting see Table 2. 

Table 2 Maximal clique enumeration 

N queens Paper 
algorithm BronKerbosch Depth 

recursive call 

3 1ms 997μs 14 
4 6ms 3ms 51 
5 31ms 5ms 172 
6 113ms 27ms 910 
7 913ms 106ms 4,526 
8 8s 605ms 24,891 

Table 3 MCCP with degeneracy ordering but without 
pivoting 

|ID| 0 1 2 3 4 5 6 7 8 

Time 7.95s 593ms 52ms 17ms 18ms 5ms 5ms 9ms 6ms 

It is clear from Table 3 that for the maximum clique 
completion problem, time decrease relative to the 
cardinality of the set ID, which represents the queens 
already positioned on the chessboard. This fact proves that 
the time will decrease for parallelisation than what is shown 
in Table 2. The parallelisation in the context of 
microcontrollers will be carried out by distribution. For 
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example, in the context of IoT systems, each vertex on the 
graph can represent a microcontroller where each 
microcontroller computes its group, representing a clique in 
the graph. The main disadvantage for our algorithm is that 
for the eight queen graph, we need 4,211 bytes for coding 
the graph, which is approximately 4.1 kb. Where the 
optimised coding of the graph using Microsoft z3 SAT 
solver needs only 436 bytes. If the graph is not dynamic, we 
can compute the coding beforehand and load it to EEPROM 
or Flash memory. We let the optimisation of the algorithm 
for graph coding to future research. 

7 Conclusions 
This paper proposes an incremental symbolic algorithm for 
solving the MCP and MCCP where the last problem is a 
particular case. Due to the assessment in this paper via the n 
queen problem, we believe that the algorithm of the article 
is the best for microcontrollers where no other algorithm in 
the literature can fulfil the requirement imposed by 
microcontrollers. As a perspective, we will try to enhance 
the spatial complexity of the encoding algorithm using 
ZDD. The algorithm presented in the paper is compatible 
with MicroPython because MicroPython is a very compact 
implementation of Python 3 for embedded systems, and 
there is no limitation on integers. Moreover, for 
parallelisation, writing the proposed algorithm in Erlang 
language with a map and reduce in mind can increase the 
performance of the proposed algorithm. Erlang is a 
functional language with no limitation on integers and 
communication sequential process (CSP) as a style of 
programming 
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