
Int. J. Computational Science and Engineering, Vol. 26, No. 1, 2023 65 

Copyright © 2023 Inderscience Enterprises Ltd. 

Spam email classification and sentiment analysis 
based on semantic similarity methods 

Ulligaddala Srinivasarao* and Aakanksha Sharaff 
Department of Computer Science and Engineering, 
National Institute of Technology Raipur, 
Chhattisgarh, India 
Email: usrinivasarao.phd2018.cs@nitrr.ac.in 
Email: asharaff.cs@nitrr.ac.in 
*Corresponding author 

Abstract: Electronic mail has widely been used for communication purposes, and the spam filter 
is required in the e-mail to save storage and protect from security issues. Various techniques 
based on NLP methods are used to increase spam detection efficiency. Spam detection cannot 
handle the unbalanced classes and lower efficiency due to irrelevant feature extraction in existing 
approaches. In this research, sentiment analysis-based semantic FE and hybrid FS techniques 
were used to increase the spam and non-spam detection efficiency in e-mail. The sentiment 
analysis is carried out in this proposed method with semantic feature extraction and hybrid FS. 
The sentiment analysis measures the polarity of the input text and used for e-mail spam 
classification. Different semantic similarity feature extraction methods are used in this proposed 
method. The TF-IDF, Information Gain, and Gini Index were used. The proposed semantic 
similarity and hybrid FS were evaluated with various classifiers. The experimental analysis 
shows that the Gini index FS technique, word2vec FE, and SVM classifier show the higher 
performance of 95.17% and RF with Gini index and word2vec methods has 93.3% accuracy in  
e-mail spam detection. 
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1 Introduction 
E-mail has become extremely popular for the 
communication purposes and lots of e-mails have been 
exchanged in daily basis. Emails have been used for various 
purposes, such as sending an important message within 
organisation/ inter-organisation, communication between 
countries, job recruitment processing and advertisements 
(Venkatraman et al., 2020). Recently, e-mail spam has 
become a problem for e-mail users that occupies more band 

width and e-mail memory and a number of e-mail spams 
have been increased daily for advertisement. Chikh and 
Chikhi (2019) proposed various methods have been 
proposed to reduce the problem of e-mail spam and save 
more memory for e-mail users. E-mail users receiving spam 
e-mail messages have the chance of exposing to security 
issues and inappropriate content. Furthermore, spam 
messages waste resources in terms of storage space, 
bandwidth and productivity (Faris et al., 2019). Therefore, 
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an efficient spam detection method is required to detect and 
block the spam to protect the user from the security issues 
and inappropriate content (Jain et al., 2019). 

Recently, machine learning (ML) techniques in natural 
language processing (NLP) have become efficient in the 
performance of the spam based sentiment detection. ML 
model maps the e-mail features such as words, n-gram 
model, etc. to classify into spam/ham class. The  
hand-crafted rules (knowledge) can be used manually to 
extract e-mail features (Saidani et al., 2020). A ML method 
often provides higher efficiency of spam detection in e-mail 
and greater number of trifle feature or reiterative features 
may diminish the precision of e-mail spam detection. In 
feature selection (FS) methods, the potential is to improve 
the classification performance by selecting relevant subsets 
from the dataset (Ezpeleta et al., 2020). The pre-processing 
method can be used to provide proper information of the  
e-mail and remove the unwanted information to improve the 
learning process of the model (Dedeturk and Akay, 2020). 
Despite the presence of various NLP model for the spam 
detection in e-mail, still some challenges are needed to be 
improved for better classification performance such as high 
dimensional data and lack of training samples. In real-world 
applications, the spam detection model often encounters a 
large number of data, imbalance data, more computation 
time and more memory consumption (Asdaghi and 
Soleimani, 2019; Li et al., 2018; Sanghani and Kotecha, 
2019). Nagwani and Sharaff (2017) proposed a SMS spam 
identification using two leave classifications and clustering 
approaches. 

In this research, the sentiment based semantic similarity 
method is applied for e-mail spam detection. The  
pre-processing methods such as tokenisation, stop word 
removal, stemming and lemmatisation methods were used 
to represent the input data effectively. The various feature 
extraction (FE), FS and classification methods were used to 
evaluate the performance of the e-mail spam/ham detection. 
The analysis shows that the Gini index (GI), FS, word2vec 
FE and SVM classification methods have a high 
performance in e-mail spam detection. 

The paper is organised as follows: Literature review is 
provided in Section 2, and proposed methodology explained 
in Section 3. The experimental results are provided in 
Section 4 and the conclusion of this paper is provided in 
Section 5. 

2 Related works 
In recent years, e-mail has become a major application in 
daily life, so there are many spam e-mails that occupy space 
in the e-mail. Therefore, the spam e-mail has to be filtered 
using sentiment analysis to effectively manage the space. 
Recent methods involved in applying the sentimental 
analysis to classify the spam e-mail are reviewed in the 
following section. 

2.1 Spam identification 
Shuaib et al. (2019), proposed whale optimisation algorithm 
to select salient features from the e-mail message and 
rotation forest (RF) algorithm to classify the spam/ham  
e-mails. The e-mail dataset were used to evaluate the RF 
algorithm with and without WOA FS method. Rodrigues 
and Chiplunkar (2019) proposed a Hybrid Lexicon-Naïve 
Bayesian Classifier (HL-NBC) method for sentiment 
analysis. Chikh and Chikhi, (2019) applied a combination of 
improved negative selection algorithm (NSA) and fruit fly 
optimisation (FFO) for spam e-mail detection methods. The 
spam benchmark dataset was used to estimate the 
performance and NSA-FFO method shows considerable 
performance. Sharaff et al., (2015) have compared filter 
approach which are chi-square (CS) and information gain 
(IG) with SVM classifier in classifying the spam and  
non-spam e-mail messages. Sharaff and Nagwani (2016) 
developed an e-mail thread identification using two 
clustering methods. In Sharaff and Srinivasarao (2020),  
they identified spam/ham e-mails using content and  
subject-based. 

Faris et al. (2019) presented random weight network 
(RWN) and genetic algorithm (GA) method to detect the 
spam/ham e-mails. The most related features were analysed 
in the process to improve the automatic identification of 
spam e-mail. The three benchmark datasets were used to 
estimate the performance and GA-RWN method, which has 
higher performance of accuracy. Dedeturk and Akay (2020), 
proposed artificial bee colony FS method and logistic 
regression (LR) classification model for e-mail spam 
detection. The three datasets such as Enron, Turkish e-mail 
and CSDMC 2010 were used for evaluation and this model 
shows the considerable performance. The FS method with 
Naïve Bayes classifiers were evaluated in WEBSPAM-UK 
2007 dataset and result shows higher efficiency. Li et al. 
(2018) applied sampling method and de-noising auto 
encoder in the input e-mail data and proposed deep belief 
network (DBN) for the e-mail spam detection. The DBN 
method was evaluated on WEBSPAM-UK 2007 dataset and 
shows the improvement in the performance. Sanghani and 
Kotecha (2019) applied TF-IDF method to select the 
features, learning model to update the classifiers and a 
selection rank weight to upgrade the new feature sets. Three 
e-mail databases were used to evaluate the performance and 
developed technique to reduce the false positive error. Diale 
et al. (2019) proposed FS method and applied in the random 
forest (RF) classifiers for the detection of e-mail spam. The 
analysis shows that the developed model has higher 
performance in detection of e-mail spam. Pashiri et al. 
(2020) proposed a sine-cosine algorithm with an artificial 
neural network (ANN) for e-mail spam/ham identification. 
The analysis shows higher performance in e-mail spam/ham 
detection. 

Geler et al. (2021) proposed a new method to predict 
satisfaction level of the customers regarding the food and 
restaurants. Cao et al. (2021) proposed a sentiment 
classification scheme for fine-grained cross-domain using 
deep learning. Hesp et al. (2021) performed a study for 
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exploring evolutionary interfering of communication right 
from the start of evolutionary generation of core affect. Too 
and Rahim Abdullah (2020) presented a new approach to 
select the wrapper feature using atom search optimisation. 
Heinrich and Wermter (2018) proposed a neuron 
cognitively probable model for embodied multimodal 
language grounding. Further it illustrates in a natural 
interaction of a robotic agent. Devi et al. (2019) performed a 
thorough study over conventional learning methods to 
analyse the effects of class overlap and class imbalance. Xie 
et al. (2021) proposed a new strategy using two-player 
general-sum Markov game. It is developed for adaptive 
attack tolerance that is based on inference. Boden et al. 
(2017) presented seven high-level messages along with five 
ethical principles useful for robotics. 

2.2 Semantic similarity based spam identification 
Arif et al. (2018) applied rule based system of learning 
classifier system (LCS) for sentimental analysis to detect 
spam from SMS and e-mail, twitter message, and movie 
review. The encoding scheme has been developed based on 
the TF-IDF and sentiment lexicon to represent classifier. 
Liu and Lee (2018) used in trajectory clustering algorithm 
for sentiment analysis. The real email data have been used 
to evaluate the feasibility of the developed method. Bahgat 
et al. (2018) presented the email filtering method based on 
the semantic similarity method and WordNet ontology. The 
semantic and similarity measures reduce the extracted large 
number of textual features and also reduce the storage 
space, time complexity. The standard benchmark Enron 
dataset were used. 

Barushka and Hajek (2018) proposed a TF-IDF, 
distribution based balancing algorithm, regularised deep 
multi-perceptron neural network (DMNN) model with 
rectified linear unit. The four benchmark databases were 
used to evaluate the performance of the proposed technique. 
The more complex features were captured by additional 
layers of neurons in the proposed method. Zhang et al. 
(2019) proposed quantum-inspired sentiment representation 
to represent the semantic and sentimental representation of 
the document. According to the subjective expression, 
namely adverbs and adjectives, sentimental phrases are 
extracted by QSR that are combined with the designed 
sentiment patterns. 

Venkatraman et al. (2020) proposed a Naïve Bayes 
classifier with semantic similarity technique to analyse the 
ambiguity in the spam detection. The benchmark dataset 
such as Enron dataset, PU1, Ling-spam and Spam dataset 
were used to estimate the effectiveness of the Naïve Bayes 
with semantic similarity technique. The analysis shows 
Naïve Bayes with semantic similarity has higher 
performance in spam detection. Jain et al. (2019) applied 
semantic information based on WordNet and ConceptNet in 
CNN and LSTM for email spam detection. The semantic 
information increases the performance of the model and 
overfitting model affects the efficiency. Saidani et al. (2020) 
proposed two levels of semantic analysis for email 
spam/ham analysis. The first level involves in categorising 

the email and in second level, automatically extracted 
features were used for email spam detection. The analysis 
shows BoW and semantic information leads to improved 
results. de Mendizabal et al. (2020) applied NSGA-II with 
Naïve Bayes classifiers for the email spam detection. 
Mendez et al. (2019) applied IG, LDA and semantic 
similarity based FS method for the email spam detection. 
This model shows the high performance in the email spam 
detection. 

3 Proposed method 
Email has become the integral part of life and spam filter in 
the email is important to save storage space. Various 
techniques have been applied in the spam detection in email 
to increase the detection accuracy. In this research, the 
sentiment analysis based semantic similarity FE and hybrid 
FS based on the TF-IDF, IG, GI, Ambiguity measure and 
Distinguishing Feature selector were applied for email spam 
detection. Tokenisation, stop word removal, stemming and 
lemmatisation are used to filter the important information 
from the email data. The word 2 vectorisation, semantic 
similarity measure, word mover’s distance (WMD) and 
local linear embedding are used in the FE method. The 
different classification methods such as OSLR, ANN, 
support vector machine, RF and decision tree (DT) are used 
to analysis the performance of the proposed method. The 
block diagram of the proposed semantic FE and the hybrid 
feature selection (HFS) method is shown in Figure 1. 

Figure 1 The block diagram of sentiment analysis based 
semantic FE and HFS 

 

3.1 Pre-processing techniques 
Pre-processing techniques are commonly used in the NLP 
methods to reduce the redundant information from the 
dataset. The removal the unwanted information in email 
data helps to improve the classification performance and the 
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pre-processing techniques used in this research are 
Tokenisation, stop word removal, stemming and 
lemmatisation. 

3.1.1 Tokenisation 
Tokenisation method is involved in separating the 
composite text in the datasets into small tokens. The 
proposed model applies N-gram tokeniser to eliminate 
delimiters and word-spaces in the composite text. 

3.1.2 Stop word removal 
Stop words denote the most common words in a language 
such as ‘of’, ‘is’, ‘the’, and ‘at’. Most researches in NLP 
consider stop word which affects the performance of the 
model and are removed from the input data before FE and 
FS process. The pre-compiled lists are the common method 
to remove stop words from the input data and it is used in 
this research. 

3.1.3 Stemming and lemmatisation 
Stemming and Lemmatisation is the normalisation method 
commonly used in NLP models to give a normalised form 
of input data. Stemming performs a basic form of 
approximation and doesn’t replace the word. Lemmatisation 
method either removes the suffix or replaces the suffix 
completely from input data to form a lemma. 

3.2 FE 
FE methods such as WordNet, word2vector, smooth inverse 
frequency, cosine similarity (CS), Jensen – Shannon (JS) 
distance, WMD, local linear embedding and latent semantic 
index (LSA) were used in this proposed research. 

3.2.1 WordNet semantic similarity 
Ezzikouri et al. (2019) used WordNet semantic similarity 
measure between two terms based on the concept of each 
term described by a set of terms that can be used to measure 
its properties. WordNet uses the relationship with other 
similar terms in the hierarchical structure data. WordNet 
considers terms characteristics to measure similarity 
between different concepts, ignoring position and 
information on the taxonomy. WordNet can be measured 
using the equation (1). 
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where two terms corresponding description is denoted as C1 
and C2. The uncommon characteristics of relative 
importance are denoted as α ∈ [0, 1]. The value of α 
increases with the similarity of terms and decreases the 
difference between the terms. The determination of α is 

based on observation and not necessarily a symmetric 
relation. 

3.2.2 Word2 vector 
Word2vec is used to express words based on the vector 
representation of a word, as shown in equation (2). 

( )1 2 3, , , , nV v v v v= …  (2) 

where word space is denoted as V and vector of word space 
is denoted as v1, v2 of particular data. 

3.2.3 Smooth inverse frequency 
Karipbayeva et al. (2019) used a smooth inverse frequency 
is the sentence embedding method and highly used in NLP 
due to its simplicity and competitive performance. Consider 
the context vector C ∈ d, the word w probability is emitted 

in the context, using equation (3). 
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where a scalar hyper parameter is denoted as α, β ∈ [0, 1], 
word embedding for ω  is denoted as w ∈ d, common 

discourse is denoted as C0 ∈ d, and the normalising 

constant is represented as ( )exp ( , ) .c ω w
Z c w

∈
=  

3.2.4 CS 
CS is easy to interpret and simple to compute for sparse 
vector matrix, as it is widely used in information retrieval 
and text mining methods (Al-Anzi and AbuZeina, 2017). 
CS measures the cosine angle between two vectors, as 
shown in equation (4). The document with different totals of 
same composition is allowed to be treated identically and 
this makes this method popular for text analysis. 
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=  (4) 
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=   are the lengths 

of the vector x and y respectively. 

3.2.5 Jensen – Shannon distance 
The JS distance is based on KL distance and this is also 
indexed to measure the similarity of two probability 
distributions that helps to solve the a symmetry problem. 
The formula for JS (Xu et al., 2019), is shown in  
equation (5). 

( ) 1
2 2 2

P Q P QJS P Q KL P KL Q+ +   = +   
   

 (5) 
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The JS value presents between 0 to. The KL denotes 
( )D P Q  and formula of KL is shown in equation (5). 

( ) ( )( ) log
( )x X

P xD P Q P x
Q x∈

 
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 
  (6) 

3.2.5 WMD 
The WMD was introduced based on the earth mover’s 
distance, which provide solution of transportation problem 
(Wu et al., 2018). WMD measure the distance between two 
text documents x, y ∈ X considering the distance between 
the words. The number of distinct words in x and y is 
denoted as , .x y  The normalised frequency vectors of 
each word in the documents x and y is denoted as 

, ,x y
x yf f∈ ∈  respectively. The WMD distance 

between documents x and y is defined in equation (7). 

( )( , ) : min ,x yFWMD x y C F×∈=  (7) 

s.t. 1 , 1T
x yF f F f= =  

where transportation flow matrix is denoted as F, Fij, 
represent the flow travelling amount from ith word, xi in x to 
jth word yj in y, and transportation cost is denoted as C as 

( ) : ,i jij x yC dist v v=  is distance between two words 
evaluated in the word2vec embedding space. The Euclidean 
distance ( ),i j i jx y x ydist v v v v= −  is popular choice and 

used in this research. 

3.2.6 Local linear embedding 
Linear Locally Embedding represents each data point based 
on a linear combination of k nearest neighbours (Zeng et al., 
2020). The LLE can be expressed as follows in equation (8). 

2

1 1 2
min , 1

n k km m m m
w i ij ij jii j j

m x w x w
= =

− =    (8) 

The number of neighbours is denoted as k and a linear 
relationship weighting factor is denoted as .m

ijw  The 
neighbourhood sample xi does not have sample xj and this is 
set as wij = 0. The Lagrange multiplier method is denoted in 
equation (8) and LLE is measured based on formula in 
equations (9) and (10). 

( )2

1
min T

F m mm
tr FA F
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( ) ( )T
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s.t. FFT = nI 

The LLE common subspace is denoted as F and matrix Wm 
with m

ijw  elements, mth modal is represent as m to represent 
the text modality. The manifold structure controlling 
parameter is denoted as αm to preserve mth modality item. 

3.2.7 LSA 
The LSA method is developed for a text retrieval method. 
On the term-document matrix, LSA method measures 
singular value decomposition (SVD). New matrix is 
constructed to provide the original term-document matrix 
based on first maximal singular values, and respective 
singular vectors. The dimension of the new matrix is 
reduced by removing noise that helps to achieve excellent 
retrieval performance (Li et al., 2011). 

The term document matrix is denoted as AK×N  
[equation (11)] that related to K terms in N documents. 
Based on SVD, the matrix AK×N is split into three matrices, 
such as 

( )K N K n n n N nA S S V× × × ×
′=  (11) 

where the number of documents is denoted as , the number 
of terms is denoted as K, n = min(K, N), U and V have 
orthogonal columns, i.e. UUT = VTV = I, the singular values 
of AK×N, and the singular values are sorted in non-increasing 
order so that δi ≥ δj for i < j. 

The truncated SVD of AK×N is selected based on the first 
maximum of T singular values from matrix S and keeping 
the corresponding columns in U and V, as given in  
equation (12). 

( )K N K T T T N TA U S V× × × ×
′′ =  (12) 

In the least squares sense, the K NA ×′  is the best 
approximation to K NA ×  of any rank-T. The matrix K NA ×  
can be denoted in reduced dimension and latent semantic 
feature space is given in equation (13). 

( )T N T T N TA S V× × ×
′=  (13) 

where latent space dimensionality is denoted as T, and each 
column of T NA ×  corresponds to a latent semantic feature of 
each training dataset. The normalised projection features are 

denoted as ( ) ( )1( ) , , , ,kW B w u B w u B ′=   …  and its latent 

semantic feature is denoted as in equation (14).φ 

( )( ) ( )K TB U W B×
′φ = ⋅  (14) 

3.3 FS 
FS methods such as TF-IDF, IG and GI were used in this 
research for e-mail Spam/ham detection. 

3.3.1 Term frequency-inverse document frequency 
Pashiri et al. (2020) used TF-IDF is developed from IDF 
with the heuristic intuition term occurs less frequently in the 
document that is a good discriminator and should be given 
more weight for the term. The TF-IDF term weighting 
formula is given in equation (15). 
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where term weight is denoted as ,i jW  for term i in 
document j, the collected number of documents is denoted 
as , the term frequency is denoted as , ,i jtf  and the 
document frequency is denoted as .idf  

3.3.2 IG 
The IG is used in gene analysis that can be used to evaluate 
difference between conditional entropy, (Gao et al., 2017). 
The IG reduction of uncertainty is denoted as ( , ),g Y X  as 
shown in equation (16). 

( , ) ( ) ( )g Y X H Y H Y X= −  (16) 

where Y dataset entropy is denoted as H(Y) that measures 
the uncertainty involved in predicting random variable 
value. The conditional entropy is denoted as ( )H Y X  that 
represent known variable X uncertainty. The probability 
distribution is denoted as p. ( )H Y and ( )H Y X  can be 
measured in equations (17) and (18). 

( ) ( ) log ( )H Y p y p y= −  (17) 

( )( ) ( )
x X

H Y X p x H Y X x
∈

= =  (18) 

3.3.3 GI 
Data samples are denoted as S, the various class label 
attribute that denotes various classes of Ci, (i = 1; 2; …; m) 
(Manek et al., 2017). Based on the class labels attribute 
values, can be divided into m subsets (Si, i =1; 2; …; m). If 
subset samples belongs to class Ci, and the number of 
samples in the subset is Si, the GI is denoted as in  
equation (19). 

2
1

( ) 1
m

ii
GiniIndex S P

=
= −  (19) 

where probability Pi of any sample Ci estimate by si / s. The 
GI initial form is used to measure ‘impurity’ attribute for 
classification. The GI equation is shown in equation (20). 

2
1

( )
m

ii
GiniIndex S P

=
=  (20) 

The ‘purity’ of attribute for categorisation is shown in 
equation (20). 

3.4 Classifiers 
Classifier uses the selected features from the FS method to 
classify the sentiment of the e-mail. Based on the sentiment 
analysis and selected features, the classifiers detect the spam 
e-mail from the input data. 

3.4.1 DT 
Tso and Yau (2007) proposed a DT model, a series of 
simple rules are applied to segment the data that are denoted 
in empirical tree. The set of rules perform the repetitive 
process of splitting the data for segmentation. The C5.0 is 
an improved version of C4.5 with differs as follows: 

1 a nominal split have default branch-merging option 

2 misclassification costs can be denoted 

3 cross-validation and boosting are available 

4 the rule set algorithm is improved. 

The DT model has lower efficiency compared to neural 
networks for nonlinear data and is also affected by noisy 
data. The model is more suitable to predict categorical 
outcomes if sequential patterns and visible trends are 
available. The DT model has lower efficiency in time-series 
analysis. 

3.4.2 Ordinary least squares regression (OLSR) 
(Peng et al., 2019), An OLS is a linear approximation that 
reduces the sum of the squares of the distances between the 
observation points and the estimated points. The slope 
formula of ordinary least squares estimation is 
ˆ .XY XXS S=β  Ordinary least squares is more suitable for 

the cases in which one of the two variables in equation (21). 

( )2
0 1i iy x− − β β  (21) 

3.4.3 ANN 
ANN is a popular ML method that has been growing rapidly 
in recent years. ANN model has the capacity to handle 
nonlinear data and provide effective performance. Abid  
et al. (2020) developed a multi-layer neural architecture is a 
computation model. The ANN is inspired from human 
nervous system and the learning process of the ANN is 
based on pattern analysis of the network. ANN method is 
based on two processes, namely forward process and back 
propagation. In the activated network layer of forward 
process, the signals are processed in the forward direction, 
i.e., input to output. The error correction is the backward 
process based on bias term and connection weight. At each 
learning cycle, the back-propagation applies a gradient 
descent rule to minimise the network error. This method is 
repeated until the desired result is achieved. Many number 
of references related to neural networks with neural net 
model. The error value is used to weight the outputs and 
summed up in the output neuron. The input and output layer 
is explained as follows. 

Input unit 1
1o y=  

Hidden units 2
1 ( ), 1, ,io f net i I= = …  1. ,i iinet y w b= +  

where f is the sigmoid activation function. 
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Output unit ( )2 2
1
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i ii
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=
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( )( )2 1
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.
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ii ii
w f w y b

=
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3.4.4 Support vector machine 
The support vector machine is based on statistical learning 
method that uses the hyper plane to classify the data into 
various categories and hyper plane is developed from given 
dataset. The training feature dataset instances are labelled as 

( ){ }, , 1, 2, , ,i ix y i N= …  where the number of instances is 
denoted as N, yi is the class of instance xi from input data. 
Hassonah et al. (2020) used an SVM, the maximum margin 
separating hyperplane is developed based on the closest 
points in high dimensional space. SVM computes the sum 
of distances between points of the hyper plane to closes 
points in high dimensional space to evaluate margin. The 
margin boundary function is computed as in equation (22). 
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where α is a vector of N variables and soft margin 
parameter is denoted as C, C > 0. The SVM kernel function 
is denoted as ( ), .i jk X X  In this research, radial basis 
function (RBF) kernel is used, as in equation (23). 

( ) ( )2
, exp , 0i j i jk x x γ x x γ= − − >  (23) 

where γ, r and d are kernel parameters. 

3.4.5 RF 
Izquierdo-Verdiguier and Zurita-Milla (2020) used a RF 
model which is the combination of DT and reduces the error 
in classification regression task based on bootstrap 
aggregation or bagging. The RF is fast and robust method to 
noise of the target data. The RF is to reduce the prediction 
error considered DTs within forest and the correlation 
among their predictions. 

Focusing on one tree of the forest, let i iM N
iP ×∈  

where the i defines the ith partition of samples (Mi) and 
features (Ni). Random samples are generated by selecting Pi 
from original data ( ).M NX ×∈  At each node, subset 
feature Ni split the available samples (Mi).The best splitting 
feature and cut-off point are measured using GI. The 
samples having higher values compared to cut-off values 
are directed to the right node (vR) or directed to the left node 
(vL). Once several splits are performed, then samples moves 
from the root node (vn) to the terminal nodes as a terminal 
leaves which supply the predictions of the samples. Forest 
provided ensemble prediction 1ˆ MY ×∈  that obtained as the 

combination of individual trees results; typically using the 
majority vote rule for classification or the average for 
regression problems: 

Classification ( )ˆ mod _ 1i trees nY e n N Y= = …  

Regression 
1

1ˆ treesN
i nntrees

Y Y
N =

=   

where Ntrees is the total number of trees used in the RF. The 
algorithm of sentiment based semantic similarity for spam 
detection is given as follows: 

Algorithm of proposed method 

Obtain input e-mail data 
Perform tokenisation 
 \\ Pre-processing 
Perform stop word removal 
Perform stemming and lemmatisation 
Convert pre-processed word to vector using equation (2) 
 \\ Feature extraction 
Perform Gini index to select features based on equation (29) 
 \\ Gini index feature selection 
Apply selected features to SVM 
Classify the input data using equation (22) 
 \\ SVM classification 

4 Experimental result 
The e-mails are highly used for the communication 
purposes and spam mails are required to be removed to save 
storage. The various techniques were applied to increase the 
efficiency of spam/ham mail detection. In this research, 
semantic similarity FE and HFS methods were used to 
increase the efficiency of the spam/ham detection in the  
e-mail. The pre-processing method such as tokenisation, 
stop word removal, stemming and lemmatisation was used 
for effective representation of input e-mail data. The several 
classifiers such as OSLR, DT, ANN, SVM and RF were 
used to evaluate the performance of the method. The 
proposed method classifies the input e-mail data into three 
sentiment categories such as positive, negative and neutral. 
This section provides the detailed description about the 
performance of various methods. 

• Dataset: (Metsis et al., 2006), Used an Enron-spam 
dataset to evaluate the performance of the proposed 
semantic similarity FE method in e-mail spam 
detection. There are totally 5,975 e-mails are present in 
the dataset with 4,672 ham e-mails and 1,303 spam  
e-mails. 

• Evaluation metrics: The evaluation metrics such as 
accuracy, precision, recall and RMSE values were 
measured by the proposed semantic based similarity FE 
method. The formula for accuracy, precision, recall and 
RMSE were shown in equations (24)–(27). 
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• System requirement: The proposed method is evaluated 
in the system consisting of Intel i5 processor, 8 GB of 
RAM and 2 GB graphics card. The proposed method is 
implemented using the python tool. 

The accuracy of document frequency with various FS 
methods and classifiers in e-mail spam detection are shown 
in Figure 2. The SVM and RF classifiers have higher 
performance than other classifiers compared. The WMD 
with SVM and ANN classifier has higher performance in 
spam detection. The SVM classifier has stable performance 
in other FE method in e-mail spam detection. The SVM 
with WMD has accuracy of 73.42% and RF with WMD has 
64.09% accuracy. 

Figure 2 Accuracy of document frequency with various FE 
method (see online version for colours) 

 

The accuracy of IG FS method with various FE and 
classifiers were shown in Figure 3. The SVM classifiers 
have higher performance with most of the FE method used 
in this research. The sentiment analysis, semantic FE and 
HFS effectively improves the performance of classification. 
The smooth inverse frequency FE method with SVM 
classifier has higher performance in IG FS method. The 
WMD provides considerable performance with various 
classifiers in e-mail spam detection. The SVM with smooth 
inverse frequency has 72.2% accuracy and RF with smooth 
inverse frequency has 68.46% accuracy. 

Figure 3 Accuracy of IG FS with various FE (see online version 
for colours) 

 

The accuracy of GI FS method with various FE and 
classifier were shown in Figure 4. The GI FS method has 
the higher performance compared to document frequency 
and IG. The word2vec FE method with SVM classifier 
provides the higher performance in e-mail spam detection. 
The RF with various FE method have considerable 
performance in e-mail spam detection. The SVM with 
word2vec method has an accuracy of 95.17% and RF with 
word2vec method has 93.3% accuracy. 

Figure 4 Accuracy of GI FS method with various FE (see online 
version for colours) 

 

The precision value of document frequency with various FE 
method and classifiers are shown in Figure 5. The WMD 
with SVM and ANN classifier have higher precision value 
compared to the other FE method. The SVM provides the 
stable performance in various FE method and ANN method 
has considerable performance. The SVM with WMD has 
73.42% precision and RF with WMD has 64.09% precision. 
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Figure 5 Precision of document frequency with various FE 
method (see online version for colours) 

 

The precision of IG FS method with various FE and 
classifiers are shown in figure 6. The latent semantic 
indexing FE method with ANN classifier has higher 
precision value compared to other FE method. The SVM 
with WMD has considerable performance in e-mail spam 
detection. The ANN with the latent semantic indexing 
method has a precision value of 80% and SVM with the 
WMD method has 72% precision. 

Figure 6 Precision of IG with various FE methods (see online 
version for colours) 

 

The precision value of the GI with various FE and 
classifiers were shown in Figure 7. The word2vec FE with 
SVM has higher precision value compared to the other FE 
method. The smooth inverse frequency with RF has 
considerable performance in e-mail spam detection. The 
word2vec with the SVM method has a precision of 95% and 
the word2vec with ANN has 94% precision. 

The recall value of document frequency with various FE 
method and classifiers were compared in Figure 8. The 
WMD with SVM and ANN have higher recall value than 
other FE method. The ANN and SVM classifiers have 
considerable performance with various FE in e-mail spam 

detection. The WMD with the SVM method has recall value 
of 73% and the WMD to RF has a 64% recall value. 

Figure 7 Precision value of GI with various FE methods  
(see online version for colours) 

 

Figure 8 Recall value of document frequency with various FE 
(see online version for colours) 

 

The recall value of IG with various FE and classifiers were 
compared in Figure 9. The WMD with SVM and ANN have 
higher recall value compared to the other FE method. The 
WMD with SVM has recall value of 73% and the WMD to 
RF has a 64% recall value. 

The recall value of GI with various FE and classifiers 
were compared in figure 10. The word2vec with SVM has 
higher recall value compared to other FE methods. The 
semantic FE and HFS method effectively improves the 
Spam classification performance. The word2vec with the 
SVM method has the higher recall value compared to 
document frequency and IG and FS methods. The word2vec 
with the SVM method has recall value of 95% and 
word2vec with ANN method has a 94% recall value. 
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Figure 9 Recall value of IG with various FE (see online version 
for colours) 

 

Figure 10 The recall value of GI with various FE methods  
(see online version for colours) 

 

Figure 11 RMSE value of document frequency with various FE 
methods (see online version for colours) 

 

The RMSE value of document frequency with various FE 
and classifiers were compared in Figures 11–13. This shows 

that sentiment analysis improves the performance of Spam 
classification in e-mail text. The OLSR method has a lower 
error value with some FE methods such as smooth inverse 
frequency, CS, WMD, etc. The SVM classifier has 
considerable lower RMSE value compared to other 
classifier compared with this research. 

The accuracy of the 10-fold cross validation method 
with various FE, FS and classifier were shown in Figure 14. 
The GI FS, Jensen-Shanon FE method and SVM classifier 
method have high performance in the 10-fold cross 
validation analysis. In word2vec FE method with SVM 
classifier provides the second higher performance in e-mail 
spam detection. The RF with various FE method have 
considerable performance in e-mail spam detection. The 
SVM with word2vec method has an accuracy of 95.17% 
and RF with word2vec method has 94.2% accuracy. This 
shows that the proposed method effectively improves the 
performance of Spam classification due to sentiment 
analysis. The sentiment analysis, semantic FE and HFS 
improves the performance of spam classification. 

Figure 12 RMSE of IG with various FE methods (see online 
version for colours) 

 

Figure 13 RMSE of GI with various FE methods (see online 
version for colours) 
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Figure 14 Accuracy of 10-fold cross validation (see online 
version for colours) 

 

The analysis shows that the GI FS method, word2vec 
FE and SVM classifier show the high performance in 
detecting the spam in e-mail. The WMD with document 
frequency and IG with SVM classifier have considerable 
performance in e-mail spam detection. The SVM classifier 
shows the higher performance in the analysis, and ANN and 
RF classifier shows considerable performance in e-mail 
spam detection. 

5 Summary and conclusions 
E-mail is widely used for communication purposes and 
spam detection is required in the e-mail to save storage. The 
existing methods involved in the spam detection have the 
limitation of irrelevant FS and failed to handle the 
unbalance classes. In this paper, the sentiment analysis 
based semantic FE and the HFS method were used to 
increase the efficiency of the spam detection in e-mail. This 
research involves in applying the sentiment analysis is one 
of the features along with semantic FE and hybrid FS 
method. The sentiment analysis measures the polarity of 
input e-mail text to improve the efficiency of spam 
classification. The word 2 vectorisation, semantic similarity, 
WMD, and local linear embedding were the FE methods 
and the TF-IDF, IG, GI, ambiguity measure and distinguish 
feature selector were the FS methods use in this research. 
The classifiers classify the input e-mail data into three 
sentiment categories and spam detection is performed based 
on sentiment analysis. 

The experimental analysis shows that the GI FS method 
and word2vec FE method with SVM have the higher 
performance than other compared method. The GI-
word2vec-SVM method has 95.17% accuracy and GI-
word2vec-RF method has 93.3% accuracy. The proposed 
semantic similarity and hybrid FS effectively improves the 
e-mail spam classification due to relevant FS. The proposed 
method has advantage of considering semantic and hybrid 
FS method and existing method has limitation of irrelevant 
FS in e-mail spam classification. The proposed method is 
capable to apply in the e-mail services to effectively classify 

the ham and spam. Furthermore, the proposed method is 
useful to understand the polarity of the input text and 
capable to apply in messing services also. The proposed 
method suffers from the limitations of high computation 
complexity and deep learning method is possible solution to 
apply instead of FE and FS to overcome this limitation. The 
future work of this research involves applying deep learning 
method to analyse the relevant information to improve the 
spam detection method. 
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