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Abstract: In this paper, an indoor 3D construction is proposed based on RGB-D measurement. It 
is intentionally designed to solve the traditional issues, such as cloud registration inaccuracy, 
large computational time. Firstly, potential candidates are extracted by Harris detector, and the 
SURF method is used to generate the feature descriptors. Afterwards, the correct functional 
match is selected by RGB and depth measurements with neighbouring constraint. Lastly, 3D 
clouds are formed through graphical optimisation. In the experiment, the RGB-D sensor is rigidly 
fixed on the mobile platform to reconstruct the indoor 3D scene, which shows comparable 
performance in terms of computational time and accuracy. 
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1 Introduction 
Three-dimensional reconstruction of indoor scenes is a hot 
research topic in the field of computer vision, Zheng et al. 
(2020), Zhou et al. (2021) and Yang et al. (2021) propose 
3D reconstruction based on different technologies 
respectively, and it is an important part of mobile robot 
autonomous navigation and unknown environment model 
reconstruction. 

In recent years, due to the rapid development of the 
manufacturing technology of image and video shooting 
equipment, the available video language is becoming more 
and more diversified and complicated, and its access is 
becoming more and more convenient. The new 
opportunities for the development of related computer 
intelligence application technology have been provided by 
the rapid development of multi-modal video image 
synchronisation recording equipment, especially multimedia 

video security monitoring, and a series of research topics 
and applications based on multi-modal cameras emerge one 
after another. Especially after the appearance of RGB-D 
cameras, people began to try to use a new way (depth 
information) to solve the traditional problems of computer 
vision, pattern recognition and computer graphics (Wang  
et al., 2017; Zhang et al., 2018). 

In addition to providing colour images, RGB-D cameras 
can also provide depth information corresponding to image 
pixels (Jacob et al., 2020). This makes up for the defects of 
large amount of computation and poor real-time 
performance when using binocular cameras to reconstruct 
scenes, and the lack of depth information when using 
monocular cameras to reconstruct scenes. And the existing 
RGB-D cameras, for example, Microsoft’s Kinect and 
Asustek’s Axuson cameras are cheap, which are completely 
suitable for 3D reconstruction of indoor scenes and Dulko 
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(2018) uses Microsoft Kinect 2.0 for 360° colour and depth 
mapping of an indoor room research. 

However, the range of depth measurement collected by 
RGB-D camera is limited, and the measured value also 
contains noise, and its stability is not high. In addition, 
according to Zhang et al. (2018), the depth image will have 
a void area. These defects greatly limit the application of 
RGB-D camera in 3D reconstruction. 

In recent years, researchers have applied RGB-D camera 
to 3D reconstruction of indoor scenes and target objects, 
and obtained some research results. Such as Atman and 
Trommer (2018), Nicastro et al. (2019), Li et al. (2021) and 
Zhu et al. (2019) improved the algorithm of feature point 
extraction and matching in 3D reconstruction by using 
feature points extracted from Kinect colour images, and 
built SLAM system based on Kinect. Unstable feature 
points are eliminated to make the algorithm more efficient. 
However, the processing speed is still slow and the accuracy 
is not high. Cai et al. (2020) designed a fast, efficient and 
low-cost 3D reconstruction system based on Kinect v2, 
which is not limited by equipment and hardware, but can 
only rebuilt for a single static object, and the reconstructed 
triangular mesh surface is rough and has certain errors. 
Altmann et al. (2020) proposed a 3D reconstruction 
algorithm in dynamic scenes. In order to reduce the 
processing time needed to build histograms, this algorithm 
proposed for the first time to consider the spatial-temporal 
structure in pixels of different dynamic scenes. However, 
the accuracy is greatly influenced by the light intensity of 
the detected scene and the number of objects being  
detected. Papadopoulos and Daras (2018) proposed a  
three-dimensional flow descriptor, which was used to 
represent the spatial information and surface information of 
objects, effectively solved the problem of defining  
three-dimensional direction, and introduced time dimension 
to encode global motion characteristics. Han et al. (2020) 
put forward a three-dimensional segmentation scheme based 
on occupancy of the perception. After clustering samples, 
excessive segmentation is avoided, thus maintaining high 
efficiency. Hu et al. (2017) put forward a joint learning 
model of action recognition based on RGB-D to improve 
the accuracy of 3D reconstruction, but it has some 
shortcomings such as slow matching speed of RGB image 
feature points. 

In this paper, an improved RGB-D 3D reconstruction 
method with constraints is proposed to solve the problems 
of slow matching speed and insufficient robustness of RGB 
image feature points between adjacent frames in the process 
of 3D reconstruction in previous literature. 

Main contributions of this paper are as follows: 

1 In most 3D reconstruction algorithms, it is difficult to 
achieve speed and accuracy at the same time. In this 
paper, in the feature point matching between adjacent 
frames, the depth information of feature points and 
local nearest neighbour feature points are used as 
constraints to ensure the accuracy of feature point 
matching and can also speed up the process of feature 
point matching. 

2 The carrier attitude estimation information solved by 
correctly matched feature point pairs can be used as the 
initial value to introduce into RANSAC sample 
consistency analysis, which can ensure the rapidity and 
global optimality of attitude estimation. 

3 In previous experiments with indoor 3D reconstruction 
techniques, comparisons of performance in terms of 
computation time and accuracy are often missing. An 
autonomous navigation car system with RGB-D camera 
is built, which can move and collect scene information 
in indoor environment, and complete 3D reconstruction 
of indoor scene and motion trajectory estimation on 
ROS operating system. 

2 RGB-D sensor and pinhole camera model 
The RGB-D camera used in this paper is Kinect sold by 
Microsoft, which is widely used at present (Simonsen et al., 
2017). The three lenses of Kinect are 3D infrared structured 
light emitter, RGB colour image camera and structured light 
depth sensor. The structured light emitter and the structured 
light depth sensor jointly solve the depth information of the 
scene image, as shown in equation (1). 

IR IR IR IRD L f d= ×  (1) 

In which DIR is the depth value of scene, LIR is Kinect 
baseline length, fIR is the focal length of structured light 
depth sensor, and dIR is parallax. 

In this paper, the RGB colour camera adopts pinhole 
imaging model, and any point in the space is projected onto 
the imaging plane through the optical centre C of the lens, 
as shown in Figure 1. Any point P in the world coordinate 
system, its projection point in the image plane is p, and they 
are related by the camera matrix: 

3 4 3 3 3 4p C P K M P× × ×= ⋅ = ⋅ ⋅  (2) 

( , , , 1) , ( , , , 1)T TP X Y Z p x y z= =  (3) 

P and p are expressed by homogeneous coordinates, and the 
symbol ‘~’ indicates that the left and right sides of the 
equation differ by a scale factor; M3×4 indicates the external 
parameter matrix of the camera; K3×3 represents the internal 
reference matrix of the camera. 

Points under the world coordinate system and points 
under the camera coordinate system are associated by 

external parameter matrix 3 4 0 1
R T

M ×
 

=  
 

 by the rotation 

matrix R and the translation vector T. Points in the camera 
coordinate system with the points in the image coordinate 
system are associated by internal reference matrix. 

0
0
0 0 1

f μ
K f ν

 
 =  
  

α

β  (4) 
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In equation (4), sum represents the focal ratio of the camera 
in X direction and (direction), (u, v) indicates the 
intersection point of the optical centre principal axis in the 
image plane, that is, the principal point. 

Figure 1 Camera pinhole imaging model 

 

Figure 2 Flow chart of three-dimensional reconstruction 
algorithm (see online version for colours) 

 

3 Three-dimensional reconstruction algorithm 
flow 

The overall implementation flow frame of 3D 
reconstruction algorithm in this paper is shown in Figure 2. 
Firstly, RGB images are acquired by GRB-D camera for 
greyscale transformation, and Harris corner detector is used 
to detect the feature points of the images. The speeded up 
robust feature (SURF) algorithm is used to generate  
64-dimensional feature point descriptors for each feature 
point, which has good orientation invariance and robustness 
under different illumination conditions. Secondly, feature 
point matching is performed on the feature point set 
between two adjacent images by using local nearest 
neighbour constraint and depth constraint. Thirdly, the 
matching results are introduced into random sample 
consistency analysis (RANSAC) to get the camera attitude. 
RANSAC is a method often used to extract feature data, it 
shows good effect and robustness in the rule construction of 
extracting point cloud data. Finally, using the dense point 

set and the attitude estimation information of the carrier 
obtained from RGB-D depth image, the final 3D point cloud 
is generated by graph optimisation method. Key point 
matching includes three parts: key point detection, feature 
description and key point feature matching. Each step has a 
mature algorithm to complete its specific function. 

4 Detection and matching of feature points 
between adjacent frames 

Feature extraction is an important part of computer vision, 
which mainly consists of key point extraction and descriptor 
calculation. The extraction of keys can be traced back to the 
2D key detector. Harris is an efficient angle detection 
algorithm, which has the advantages of simple calculation 
and uniform extraction of angle points, but does not have 
scale invariance, and the extracted feature points have no 
relevant feature descriptors. SIFT key points are spot 
detection (blob), which has been proven to be the most 
advanced method for image classification, location 
recognition and other tasks, but with high time complexity 
and long algorithm time. Since then, approximate SURF 
key points based on the Hessian matrix are proposed for 
faster detection. Common feature point detection is usually 
divided into two categories: one is corner detection, such as 
Harris corner and FAST corner. One is patch feature points, 
such as SIFT, SURF, CENSURE. Corner detection method 
has fast calculation speed, but the detected feature points 
have scale uncertainty. However, the speckle detector is 
time-consuming, but the feature points found have higher 
discrimination and scale invariance. Considering that RGB-
D is loaded on a mobile navigation car with a relatively fast 
travelling speed, we use Harris corner detector with a faster 
computing speed. Harris corner detection algorithm is to 
design a local detection window in the image. The window 
moves slightly in different directions, while the change of 
the average energy value of the window is investigated. 

The Harris corner detection algorithm defines 
autocorrelated functions for each point in the image. The 
Harris algorithm obtains greyscale change value in each 
direction. The location of pixels is calculated with 
significant greyscale changes by an autocorrelation 
function. Afterwards, a correlation matrix of related 
functions is constructed. The corresponding corner point 
location information is obtained by comparing the 
eigenvalues of the constructed matrix, as shown in  
equation (5). 

( ) ( ) 2( , ) , Δ , Δi i i iω
C x y I x y I x x y y = − + +   (5) 

where (Δx, Δy)T is a given displacement, (xi, yi) is the point 
in the window ω. 

After local feature detection, there is no direct operation 
such as image classification and recognition, feature 
matching, etc. A method must be adopted to describe the 
local image area, namely feature descriptor. Common 
feature point descriptors are SIFT, SURF, ORB (Yu et al., 
2021), etc. SIFT algorithm has rotation invariance, scale 
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invariance, brightness invariance and good noise immunity, 
but the time complexity is high and the algorithm is  
time-consuming, therefore, good discrimination and easy 
calculation to generate 64-dimensional feature vectors for 
feature points are used in this paper. In Luo et al. (2020), 
SURF is a fast feature point detection algorithm, and the 
feature extraction process of this algorithm is as follows: 

1 Detecting extreme points in scale space: SURF 
algorithm uses different box filters to process the 
original image and form an image pyramid. Then, 
Hessian matrix is used to detect the extreme points of 
each layer in the image pyramid. 

2 Locating feature points: the Hessian matrix is used to 
find the extremum of the scale image, and the  
non-maxima are suppressed in the 3×3×3 stereo 
neighbourhood of the extremum point. Then 
interpolation operation is carried out in the scale space 
and image space, and the stable feature points and their 
scale values are obtained. 

3 Determining the main direction: firstly, taking the 
characteristic point as the centre, calculating Harr 
wavelet responses of points in the neighbourhood with 
radius of 6s (s is the scale value of the characteristic 
point) in horizontal and vertical directions, then giving 
Gaussian weight coefficients to these response values, 
then accumulating the responses within 60 degrees to 
form a new vector, and finally traversing the whole 
circular area, select the longest vector direction as the 
main direction of feature points. 

4 Generating feature point descriptors: taking the feature 
points as the centre, rotating the coordinate axis to the 
main direction, selecting a square area with a side 
length of 20s (sampling step length) according to the 
main direction, dividing the window area into 4×4  
sub-areas, and calculating the wavelet response within 
the range of 5s×5s. The horizontal and vertical Haar 
wavelet responses relative to the main direction are ax, 
ay, and the same response value coefficients are 
assigned, and then the response coefficients of each 
subregion and their absolute values are summed to form 
the vector ( ), , , .V ax ay ax ay=      

Therefore, a 64-dimensional feature description vector 
is generated for each feature point, and then the vector 
is normalised so as to be robust to illumination. 

5 Depth information and local nearest neighbour 
feature point constraints 

Existing methods usually find the minimum Euclidean 
distance between feature point descriptors in finding feature 
point matching pairs. These methods often lead to  
mis-matching of feature point pairs due to the periodic 
texture features appearing in the global search of images, 
which will seriously affect the attitude estimation of 
subsequent carriers and the 3D reconstruction of indoor 

scenes, Bhowmik et al. (2020). Considering the 
disadvantages of the above matching method based only on 
Euclidean distance, this method combines the local 
information and depth information of the image to constrain 
the matching process. This method is based on two 
assumptions: 

Assumption 1 In the K frame image, feature points and 
their adjacent feature points are still 
adjacent feature points in the corresponding 
K + 1 frame image 

Assumption 2 There is little difference between the  
two depth values corresponding to the 
feature point matching pairs of two adjacent 
frames of images. 

The local nearest neighbour constraint means that a local 
graph is constructed for each feature point, and the set of 
feature points is first detected from the input image 
separately and used as nodes in the local graph, and then a 
star graph is constructed for each feature point using the 
detected feature points and their n nearest neighbour feature 
points. In the feature matching process based on the local 
nearest neighbour graph, the correspondence is obtained by 
two local graph sets. The neighbour constraint assumption 
of feature points is shown in Figure 3. In order to better 
understand the following algorithm, first define some 
variables, as shown in Table 1. 

Figure 3 Distance constraint of nearest neighbour feature points 
corresponding to feature points, (a) K frame image  
(b) K + 1 frame image (see online version for colours) 

 
 (a) (b) 

Assuming that a matching point pair between two adjacent 
images has been found: (P(k), P(k + 1)). There are three 
neighbouring feature points around the feature point P(k): 
P(k)N1, P(k)N2, P(k)N3. The feature points corresponding to 
these three feature points in the (k + 1) image are:  
P(k + 1)N1, P(k + 1)N2, P(k + 1)N3. Intuitively, if matching 
point pairs (P(K), P(k + 1)) exist, then (P(k)N1, P(k + 1)N1), 
(P(k)N2, P(k + 1)N2), (P(k)N3, P(k + 1)N3) three point pairs of 
distances are less than the pre-set threshold. In the same 
way, the neighbouring feature points of the feature points of 
the (K + 1) frame image and the corresponding Q points of 
the (K) frame image also need to satisfy their local 
constraints. 

A depth constraint condition of feature points is a 
feasible feature matching pair, such as (P(k), P(k + 1)) and 
the difference between the absolute values of the 
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corresponding depth information values (Depth(P(k)), 
Depth(P(k + 1)) is less than a pre-set depth threshold. 

Table 1 Definition of variables 

Variable Meaning of representation 

X(k)i The i-feature point in the K image 
D(X(k)i) The feature point descriptor of X(k)i 
C(X(k)i) X(k)i describe the most similar feature points 

of the K + 1 frame image 
C–1(X(k + 1)i) X(k + 1)i describe the most similar feature 

points of the K frame image 

( )q
iX k  The q neighbour feature point in the K frame 

image and the i-feature point 
m The smaller value of the number of two sets 

of matching points between adjacent frames 

The established model with local neighbour constraint and 
depth constraint are as follows: 

• Objective function 

6

2
1

( ), ( 1)

min ( ( )) ( ( 1))

( )

i i i
i

X k X k

D X k D X k

F

=

+

= − +  (6) 

• Constraints 

Constraint 1: 

( )
2

( ) ( 1) , 1, 2, 3q
i NiC X k X k δ q− + ≤ =  (7) 

Constraint 2: 

( )1
2

( 1) ( ) , 1, 2, 3q
i NiC X k X k δ q− + − ≤ =  (8) 

Constraint 3: 

2( ( 1)) ( ( )) DDepth X k Depth X k δ+ − ≤  (9) 

The most similar pairs of feature points to be sought are 
represented by the objective function. Where C(X(k)i) 
represents the descriptor of the i feature point in the k 
image. Depth(X(k)i) represents the depth value of the i 
feature point in the k image, δN represents a neighbour 
constraint threshold, δD indicates the depth constraint 
threshold. The combination of descriptors of feature points, 
depth values, nearest neighbour constraint queues, and 
depth constraint queues together form the constraints. In this 
paper, the three nearest neighbours of the target feature 
points are used as the most local constraints. 

6 Camera pose and three-dimensional point 
cloud 

Assuming that the coordinates of point P in the camera 
coordinate system in the K frame image is (x, y, z)T, the 
coordinate of point p in the camera coordinate system in the 
image of K + 1 frame is (x′, y′, z′)T, and there is a 
transformation matrix, so that 

0 1
1 1

K K

x x
R Ty y

z z

′   
   ′     =     ′     
   

  (10) 

RK represents an orthogonal rotation matrix, TK represents 
the translation vector. 

The least squares method can be used for the sample set 
to obtain the camera posture, Elforaici et al. (2018). 
However, when there are ou1tliers (noise points) in the 
dataset, the least square method is degraded in parameter 
estimation. Therefore, RANSAC can be used to remove the 
outer points before the least square method, and then the 
least square method can be applied to the inner point set. If 
that number of points outside in the sample set is large, the 
RANSAC algorithm performance will be greatly reduced. 
Therefore, the accurate matching point pairs obtained with 
the nearest neighbour constraint and depth constraint can be 
used to assist RANSAC in camera attitude estimation, 
which can also shorten the parameter estimation time of 
RANSAC. The flowchart below for the attitude estimation 
process is given in Figure 4. 

Figure 4 Posture estimation flow chart 

 

 

The final carrier attitude estimation information can be used 
as the initial value to be introduced into the graph 
optimisation method to generate the final 3D point cloud， 
and now the 3D reconstruction of the indoor scene. 

7 Experimental results and analysis 
In this paper, two groups of experiments were done, both of 
which were conducted in the office. In the first group of 
experiments, the experimenter held Kinect in hand and 
freely moved indoors to collect the images of indoor scenes. 
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In the second group of experiments, Kinect was carried on a 
mobile car to collect RGB images and depth images. 

7.1 Matching feature points between adjacent frames 
In the step of carrier attitude estimation, after using the local 
neighbour constraint and depth constraint of image feature 
points, all the matching point pairs are correct, while the 
traditional random sampling consistency analysis method is 
used without removing all the outlier points. 

Figure 5 Matching of feature point pairs between adjacent 
frames (see online version for colours) 

 
(a) 

  
 (b) (c) 

  
 (d) (e) 

As shown in Figure 5, the left and right colour images in 
Figure 5(a) are two adjacent frames of images taken with 
Kinect. Figure 5(b) is the matching result of feature points 
obtained by RANSAC algorithm, the matching point pairs 
are marked by red hollow circles and connected by red 
straight lines. Figure 5(c) is a matching point obtained by 
using the traditional MLESAC method. Figure 5(d) is a 
matching point obtained by MSAC method. Figure 5(e) is 
the matching result of feature point pairs with constraints 
proposed in this paper. There are still three outer points in 
the matching point pair obtained by RANSAC method. 
There are two outer points in the matching point pair 
obtained by MLESAC method. There are three outer points 
in the matching point pair obtained by MSAC method. The 
matching point pairs obtained by the method proposed in 
this paper have no outer points. In addition, in order to 

comprehensively analyse the robustness of removing 
mismatching points, 50 images were taken from different 
angles. In this paper, 80 sets of images are selected, and the 
removal of matching points between each set of images is 
analysed: there are still 121 outliers, 109 outliers and  
113 outliers in traditional RANSAC, MSAC and MLESAC 
methods respectively. With the method of removing outliers 
in this paper, all mismatching points can be removed. 

It can be seen that after introducing local nearest 
neighbour constraint and depth information constraint, the 
matching effect of image feature point pairs between 
adjacent frames is higher in accuracy and robustness. 

7.2 Kinect generates 3D point cloud 
Three-dimensional point cloud program is implemented 
under Linux system, using Intel i5 processor and 4G 
memory. The experimenter freely moves indoors with 
Kinect, as shown in Figure 6(a). The program can calculate 
the position, attitude and point cloud information of the 
camera in real time, and the average depth error of the 
reconstructed point cloud in X-, Y-directions is (3.75 cm, 
2.77 cm). 

Figure 6 Hand-held Kinect generates the three-dimensional 
point cloud in real time (see online version for colours) 

 
(a) 

 
(b) 

The second group of experiments is the 3D point cloud 
model of Brilliance Zhonghua Automobile reconstructed by 
this algorithm. As shown in Figure 7, the scene of the front 
part and the rear part reconstructed by Kinect through 
layered surround photography. By excluding the blurred 
images, a complete 3D point cloud process can be obtained 
by stitching the dense 3D point cloud of each part of the 
vehicle using Geomagic software, the average depth error of 
the reconstructed point cloud in the X-, Y-directions is  
(2.13 cm, 1.85 cm). 
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Figure 7 3D reconstruction of automobile based on Kinect  
(see online version for colours) 

 

8 Conclusions 
In this paper, the depth image information and colour image 
information output by RGB-D camera are used to realise 
real-time 3D reconstruction of indoor scene and attitude 
estimation of carrier. Firstly, Harris corner detector is used 
to extract the feature points of RGB images, and then SURF 
feature point descriptors are used to generate  
64-dimensional feature vectors. In the feature point 
matching between adjacent frames, two kinds of constraints 
are adopted in this paper: local nearest neighbour constraint 
of feature points and depth constraint, using these two 
constraints can obviously increase the matching accuracy of 
feature point pairs and speed up the matching process of 
feature point pairs, so that the traditional problems such as 
inaccurate cloud registration and large computation time are 
well solved. 

In the experiment, Kinect is fixed on a trolley, and  
real-time indoor scene reconstruction can be realised by 
using the autonomous mobile trolley. The accuracy and 
robustness of this method in indoor 3D reconstruction and 
carrier attitude estimation are verified by these experimental 
results. 

Current research is mostly limited to indoor scenes, in 
the future, our ultimate goal is to be able to semantically 
analyse complete 3D scenes from one or more images, 
which requires joint detection, recognition and 
reconstruction, and more importantly, capturing and 
modelling the spatial relationships and interactions between 
objects and between object parts. 
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