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Abstract: The development of models is a major barrier to the fast and widespread adoption of 
model predictive control for building HVAC systems. This paper proposes the subspace 
identification technique, refined through the prediction error method, to quickly obtain a model 
for the accurate indoor temperature prediction, even with little identification data, even in the 
presence of large unmeasured disturbances and noisy identification data, and even using data 
which was collected during the regular HVAC operation of a building. The identification issues 
associated with grey-box models were thoroughly investigated. In particular, the development of 
a grey-box model was found to be a complex, lengthy and computationally intensive process, 
even for a single-zone building, and the models were not physically meaningful. The proposed 
method was found to be much easier and faster, with a potential for direct practical application. 
Analysis on experimental data from an existing building provided promising results. 
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1 Introduction 
Buildings consume about 30% of the global energy use 
(IEA, 2019), with heating, ventilation and air-conditioning 
(HVAC) systems consuming about 37% of that  
(Ürge-Vorsatz et al., 2015). The improvement of existing 
building energy management systems through advanced 
control technologies is a promising avenue to improve the 
energy efficiency of buildings (Salakij et al., 2016). 
Inappropriate sensing and controls, and the inability to 
explore the full potential of existing building control 
systems are responsible for about 30% of energy-wasting in 

commercial buildings (Kim and Katipamula, 2018). The 
traditional ON/OFF and proportional-integral-derivative 
(PID) controllers are widely used in many HVAC systems 
due to their ease of design and implementation. However, 
they are not as energy-efficient as predictive control 
methods such as model predictive control (MPC) (Dadiala 
et al., 2020; Schubnel et al., 2020). MPC has numerous 
advantages including the ability to perform anticipatory 
control rather than corrective control, to include a 
disturbance model for disturbance rejection, to handle 
constraints and uncertainties, and to deal with time-varying 
system dynamics as well as various operating conditions 
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(Afram and Janabi-Sharifi, 2014). MPC has shown its 
capability to regulate the internal environmental conditions 
of a space more efficiently than conventional control 
techniques (Hu et al., 2019; Ryzhov et al., 2019). MPC was 
also shown to outperform optimised PID control on plants 
varying from first to fifth order (Salem et al., 2015). 

MPC requires a model which can reproduce the thermal 
dynamics of the building with an acceptable level of 
accuracy and with minimal complexity. The model 
development stage is still the most time consuming, tedious, 
and expensive part of an MPC implementation project 
(Martincevic and Vasak, 2019). Building thermal models 
can be classified into white, black and grey-box categories. 
White-box models, being highly complex, require expert 
knowledge for their development, and are nearly impossible 
to be tuned to experimental data. Black-box models are the 
quickest to develop, but they convey very little physical 
information such that they cannot be generalised. Moreover, 
they require a large amount of training data and have a 
performance depending on the data quality (Delcroix et al., 
2020). Grey-box models are developed using physical 
principles and are calibrated using measurement data. The 
resistance-capacitance (RC) grey-box models (Li et al., 
2010; Kim et al., 2020) have been the focus of most works 
on MPC as applied to buildings. A brief summary of recent 
works on the development of linear time invariant (LTI) 
building thermal models is provided next. 

Delcroix et al. (2020) studied the indoor temperature 
simulation results of RC and black-box autoregressive 
model with exogenous inputs (ARX) models. The RC 
parameters were identified through optimisation. The 
resulting model had a poor performance as it was  
under-parameterised, while the ARX model could not 
capture the nonlinear thermal processes. Cui et al. (2019) 
used RC models to predict the average building indoor 
temperature. The model parameters were identified through 
particle swarm optimisation which minimised the root mean 
square error (RMSE) between the simulated and measured 
temperatures. The solar gain was calculated using the direct 
normal irradiance, which is not usually measured on a site. 
The sol-air temperature was used to obtain the heat transfer 
through opaque fabrics. The determination of this 
temperature involves uncertainties given that some 
parameters have to be assumed. The developed models 
achieved mean absolute errors (MAEs) and RMSEs in the 
ranges of 0.48–0.63°C and 0.61–0.78°C, respectively. Wang 
et al. (2019b) developed RC and ARX models for a single 
zone building. EnergyPlus was used to create persistently 
exciting identification data. The RC parameters were 
identified through a gradient-free optimisation technique 
(Wang et al., 2019a), whereby the MAE between the actual 
and the modelled air temperatures was minimised. Blum  
et al. (2019) investigated the impacts of different modelling 
aspects on the final operating costs. The sum of squared 
error (SSE) between the emulator model zone temperature 
and the developed model’s temperature was minimised. A 
third order RC (3R3C) model for a single zone was found to 
provide the best balance between accuracy and complexity. 

The physical meaningfulness of the identified parameters 
was not studied in detail. Moreover, the impacts of 
unknown disturbances and initial states were not addressed 
in the work. Wang and Chen (2019) reviewed data-driven 
model development techniques. RC and ARX models were 
also developed for a house. The RC model had the worst fit. 
It was claimed that a better fit could possibly be obtained 
with a more complex structure, but the parameter estimates 
could be physically meaningless. Brastein et al. (2018) 
investigated the dispersion of estimated RC parameters.  
The parameters were identified through constrained 
optimisation. The resulting zone temperature simulation 
error was below 2°C for a seven-day period, and this figure 
was claimed to be usable in an MPC framework. The 
identified parameters, however, could not be assigned a 
physical meaning related to the building properties. Viot  
et al. (2018a) performed an extensive analysis to identify 
suitable RC models from experimental identification data. 
The best model resulted in an MAE of only 0.78°C and was 
used in a MPC framework for a real building (Viot et al., 
2018b). Prívara et al. (2013) proposed the subspace 
identification approach whereby a third order model per 
zone was used. An EnergyPlus model of a multi-zone 
building was used to generate persistently exciting 
identification data. The only performance evaluation metric 
was the normalised RMSE, and occupancy heat gains were 
assumed to be known perfectly. Noisy identification data 
was not considered. The 12-hours ahead normalised RMSE 
varied in the range of 35%–80% for the different thermal 
zones. The temperature predictions involved large absolute 
errors of up to 3°C for the eight-hours ahead prediction. 
Similarly, Cigler and Prívara (2010) employed the subspace 
identification to obtain a usable model for MPC, without 
performing detailed analyses. 

1.1 Research justification 
The development of control-oriented thermal models is still 
the most complicated, time-consuming and expensive part 
of a model-based control project (Martincevic and Vasak, 
2019). Most existing publications have simply emphasised 
the satisfactory development of a thermal model which 
suited their application, but their proposed approaches may 
not be applicable for other works, because of lack of 
generality. Moreover, the aim of most publications was to 
lay emphasis on the potential economic benefits of MPC, 
without stressing on the details about the model 
development itself. Thus, this work compares the 
development of LTI control-oriented thermal models  
using the following three techniques: optimisation, 
prediction-error-minimisation (PEM) and subspace 
identification. The issues associated with the first two 
methods were identified through detailed analyses.  
Grey-box models have been widely used, but there is a lack 
of results to emphasise the impacts of the following factors: 
suitable objective function, unknown initial states, unknown 
disturbances, size of the parameter search space, noisy 
identification data, and local optima resulting from 
optimisation. Moreover, the subspace identification method 
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has remained underexploited for applications in HVAC 
control. In addition, no work has used the data collected 
during the regular HVAC operation to compare different 
model estimation techniques. Furthermore, most works have 
considered the generation of suitable identification data 
through system excitation, rather than trying to develop 
models using normal HVAC operational data, which would 
be a cheaper alternative than running expensive 
experiments. It should be noted that forcing experiments on 
HVAC systems may also not be always possible, 
considering the associated time and safety issues (Atam and 
Helsen, 2016). Eventually, no work has employed subspace 
identification to perform extensive analyses using data 
collected during the normal HVAC operation of either an 
emulator model or a real building, but this has been studied 
in this work. 

1.2 Contribution and practical usefulness of this 
work 

The significant contributions of this work are as follows. 
Firstly, the impacts of the following factors on the 

identification of RC grey-box models were studied  
using open-loop data: unknown initial state, unknown 
disturbances, selection of the objective function, size of the 
parameter search space, noise in the identification data, and 
processing of results involving local optima. These factors 
have not been explicitly studied by other works reported in 
literature. 

Secondly, nonlinear constrained optimisation, PEM, and 
subspace identification methods were used to produce  
a suitable control-oriented model using closed-loop 
identification data. The latter was obtained by simulating an 
office building under regular (unforced) HVAC operation, 
while most works in literature have dealt with identification 
data produced through system excitation (Cigler and 
Prívara, 2010; Prívara et al., 2013; Atam and Helsen, 2016; 
Joe and Karava, 2017). The issues associated with the 
different identification techniques were analysed and 
compared. The literature contains no work dealing with a 
thorough comparison of the subspace identification method 
to other techniques, and this was achieved in this work. In 
addition, the developed subspace model was refined through 
PEM in order to enhance the quality of the prediction 
model, and such an approach was not found in literature. 

Thirdly, experimental data was collected from a real 
building whose HVAC system was under regular operation. 
The data was used to identify a control-oriented model 
using the subspace identification technique. The initial 
model was subsequently refined through PEM. The quality 
and the performance of the models were thoroughly 
investigated. Particularly, the prediction accuracies over 
different horizons, the different performance evaluation 
metrics, the autocorrelation and cross-correlation of 
residuals, and the non-availability of particular inputs were 
investigated in order to confirm the promising outcomes of 
the technique. To the best of the authors’ knowledge, such a 
detailed analysis using subspace identification applied to 

experimental data is not available in literature. Moreover, 
given that occupancy-based heat gains are difficult to be 
quantified, they will not act as good inputs to the black-box 
thermal models. Hence, the use of CO2 concentration 
measurements as a substitute was investigated in this work. 

The results of this work will be useful to guide model 
developers in areas where an acceptable thermal model for 
MPC is needed over a reasonable time frame. Section 2 
discusses the methodology employed and Section 3 presents 
the simulation results. We conclude the findings and 
provide avenues for further work in Section 4. 

2 Methodology 
2.1 Model to generate open-loop data 
One way to determine the effectiveness of any given plant 
identification technique is to test it on a known plant. A 
second order RC model shown in Figure 1 was selected to 
represent the plant. To was the outside air temperature in °C, 
Tz was the measured zone air temperature in °C and Tim was 
the internal mass temperature in °C. Qsol was the global 
horizontal irradiance (GHI) in kW/m2. Factor A in m2 
decided about the part of Qsol through the glazings which 
was absorbed by the indoor air, while factor B in m2 
determined the part of Qsol which was absorbed by the 
internal mass of the zone (Tang and Wang, 2019; Wang  
et al., 2019a, 2019b). Qhvac was the heating/cooling power in 
kW and was assumed to be convective only, and Qdist was 
the total disturbance heat gains from occupants in kW, 
equipment and lighting. Re was the thermal resistance 
linking the outdoor air to the zone air in K/kW, and Rim was 
the thermal resistance linking the zone air to the internal 
mass of the zone in K/kW. Cim was the thermal capacitance 
of the internal thermal mass in kJ/K and Cz was the zone air 
thermal capacitance in kJ/K. The values of the chosen 
model parameters are provided in Table 1. These values 
were chosen somewhat arbitrarily, given that it was the 
back-identification results which were important, and not 
the chosen parameter values. 

Figure 1 Second order RC model 

 

The continuous-time dynamic state-space model is 
described by equations (1) and (2). 

o z im z
z z sol hvac

e im

T T T TC T AQ Q
R R
− −= + + +  (1) 
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z im
im im sol dist

im

T TC T BQ Q
R
−= + +  (2) 

where [Tz, Tim] is the state vector. To enable the use of 
sampled input-output data, the continuous-time model was 
discretised with a sampling time period of five minutes 
using the zero-order hold technique and the resulting 
discrete time state-space model is shown in equations (3) 
and (4). 
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where Ad, Bd and Cd are the discrete-time state-space model 
matrices. 

Figure 2 Input-output data 

 

The discrete time model was then simulated with the input 
data shown in Figure 2 and a chosen initial state of [Tz, Tim] 
= [23.5, 25]. The resulting model output representing the 
zone air temperature (Tz) is also shown in Figure 2. This 
temperature was then used along with the known inputs Qsol, 
To, Qhvac and Qdist to back identify the model as described in 
Section 2.3. 

Table 1 Second order model parameters 

Parameter Value Units 

A 36.08 m2 
B 56.31 m2 
Re 0.429 K/kW 
Rim 0.128 K/kW 
Cim 8.39 × 105 kJ/K 
Cz 1.34 × 105 kJ/K 

2.2 Emulator model of a building to generate  
closed-loop identification data 

The considered building is shown in Figure 3 and was 
assumed to be used for an open office, with a floor area of 
625 m2, a roof area of 625 m2, a wall area of 190 m2, a 
window area of 160 m2 and a zone volume of 1,975 m3. 
While many works have reported having low glazing 
fractions facing a specific direction, this work has 
considered a building with significant glazing in all the  
four facades. 

Figure 3 Single zone building simulated in DesignBuilder  
(see online version for colours) 

  
The walls were made of lightweight concrete block 
rendered on both the interior and exterior sides. The 
resistance and capacitance of the walls were 6.60 K/kW and 
14,820 kJ/K, respectively. The roof comprised an exterior 
bitumen water-proofing layer on the reinforced concrete 
layer which was rendered on the interior. The resistance  
of the roof was 0.446 K/kW and its capacitance was 
144,375 kJ/K. The floor was assumed to be an intermediate 
floor of a building. It was made of reinforced concrete, 
rendered on the exterior of the thermal zone, and tiled on 
the interior. An adiabatic block was placed below the floor 
to avoid heat transfer between the considered thermal zone 
and the below storey of the building. The inner surface 
resistance of the floor was 0.272 K/kW. The floor 
capacitance was 130,625 kJ/K. The glazing had a resistance 
of 1.08 K/kW. The capacitance of the zone air was  
1,832 kJ/K. 

The heating and cooling set points were 21°C and 25°C, 
respectively. The heating and cooling set back temperatures 
were 16°C and 30°C, respectively. The HVAC system was 
a fan coil unit (four-pipe) with an air cooled chiller. The 
occupancy schedule was set as for a typical office operating 
during weekdays only with an occupancy density of  
0.1 people/m2. The power density for computer heat gain 
was set at 10 W/m2. The zone capacitance multiplier was set 
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as 10 to cater for the contents of the zone such as furniture 
and equipment. Model infiltration and window shading 
were not considered in this work. The lighting normalised 
power density was set as 5 W/m2, with a radiant fraction of 
0.1, visible fraction of 0.18 and convective fraction of 0.72. 
The lighting and equipment heat output patterns were in line 
with the occupancy schedule. 

Figure 4 DesignBuilder results – December 

 

The model was simulated over two periods of one month, 
namely July and December, and with a simulation time step 
of five minutes. The two months were selected to be 
representative of a cold and a hot weather respectively for 
Port Hedland, Australia. One objective of this work was to 
identify models using data collected during the unforced 
operation of the building HVAC system. Another objective 
was to use the commonly available inputs, thereby requiring 
no additional modelling effort to obtain special inputs such 
as sol-air temperature and solar irradiance on facades 
oriented differently. Thus, Qsol, Qhvac, Qdist and To were used 
as inputs and Tz as output, to identify the control oriented 
thermal models. The DesignBuilder simulation results for 
July are shown in Figure 2. The same disturbance profile 
was applied for the month of December. Figure 4 shows the 
model input-output data for December. 

2.3 Model identification using open-loop data 
All simulations were carried out in MATLAB on a Core i5 
laptop having 8 GB of RAM. The optimisation and PEM 

methods were investigated. Data for 20 days were used for 
model estimation, and data for ten days were used for its 
validation. The optimisation aim was to fit the modelled  
Tz to emulator model Tz. The following factors were 
investigated in order to understand how to perform 
identification using the closed-loop data later on: 

1 Five commonly employed objective functions were 
analysed: SSE, RMSE, MAE, mean absolute 
percentage error (MAPE) and sum of absolute error 
(SAE), as defined in equations (5)–(9). 
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where actualky  represents the actual temperature at time 
k, while modelky  represents the model output at time k. N 
is the number of data points. 

2 The objective function being a non-convex function of 
the parameter vector, the optimisation could lead to a 
local minimum, depending on the initial parameter 
vector guess (IPG). Therefore, 30 IPGs were generated 
using Latin hypercube sampling (Arroyo et al., 2020), 
leading to 30 optimal solutions. Different authors have 
used different measures such as ‘mean’, ‘median’ and 
‘mode’ to obtain the plant parameters from the optimal 
solutions. Arroyo et al. (2020) and Blum et al. (2019) 
selected the optimal parameter set which led to the 
minimum value of the objective function during the 
training phase. Coffman and Barooah (2017) used the 
‘mode’. The median and mean of the optimal parameter 
vectors might not be a wise choice when ratios linking 
different parameters and/or inputs have to be estimated 
alongside the parameters. Moreover, the optimal 
parameter vector associated with Pmin can be a local 
optimum, and thus the identified parameters can be far 
from the actual parameters. In this work, we 
investigated the effect of these choices on the 
identification results. 

3 The effect of the parameter range was analysed. For the 
narrow parameter search space, each parameter was in 
the range of x ± 0.3x, where x was the nominal 
parameter value provided in Section 2.1. For the wide 
parameter search space (Arroyo et al., 2020), all the 
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parameters had a minimum value of 0. The maximum 
values were as follows: A and B had maximum values 
of 160. Re and Rim had maximum values of 100 K/kW. 
Cz and Cim had maximum values of 5 × 106 kJ/K. 

4 To study the impact of noisy measurements, random 
noises having reasonable standard deviations were 
added to the input-output data. The standard deviations 
were 0.3°C for the temperatures, 0.05 kW/m2 for the 
Qsol, 0.5 kW for the Qhvac and 0.4 kW for the Qdist. 
These standard deviations were used to reflect the noisy 
measurements which can be available from relatively 
cheap sensors. The noisy Qsol and Qdist data were not 
allowed to contain negative values. The models 
identified using noisy data were subsequently simulated 
using clean input data, and the corresponding outputs 
were compared to the actual outputs. 

5 To study the impact of the initial state on the estimation 
results, Tim was assumed to be 20°C in the first case 
(IS2) and 30°C in another case (IS3), rather than the 
correct value of 25°C (IS1). Tz was fixed at 25°C. 
MATLAB has a built-in function as part of the ‘idgrey’ 
command, to estimate the state either partially or fully 
every time an IPG is considered. This was additionally 
investigated in this work, rather than reasonably 
assuming the initial state. No work has been found in 
literature dealing with the effect of the initial state on 
the parameter estimation results. 

6 Identification was carried out both in the presence and 
the absence of disturbances. Most works have neglected 
disturbances, while in practice there is always some 
unmeasured heat source affecting the zone temperature. 

Identification through fitting of the modelled Tz to the actual 
Tz, as performed by numerous works, assumes no 
disturbance, which will not work in practice as unmeasured 
disturbances are always present. Thus, a predictive model, 
which estimates a disturbance is more realistic. The aim of 
using the PEM was to investigate if models with good 
multi-step ahead prediction capabilities could be identified. 
Analysis was initially performed for the wide parameter 
range and no noise conditions. The initial state was 
estimated within the PEM algorithm. The stability of the 
resulting model was set to be enforced by the algorithm. 
The ‘fmincon’ function with the ‘interior-point’ algorithm 
was used, and the maximum number of iterations was set to 
1,000. Thirty IPGs were considered. The algorithm could 
either be set to estimate a disturbance or the latter could be 
set to ‘none’. The impacts of these settings in the presence 
and the absence of unknown disturbances were investigated. 
The 24-hours ahead prediction accuracies were studied. 

2.4 Model identification using closed-loop data from 
DesignBuilder 

Based on the findings from the RC model identification 
using open-loop data (described in the results section), the 
closed-loop DesignBuilder data was used to estimate RC 

models. The optimisation, PEM and subspace + PEM 
identification methods were applied to the closed-loop data. 
The RC model developed for the closed-loop data is shown 
in Figure 5. A third order model was used as it takes into 
account the thermal capacitances of the concrete envelope 
(Ce), zone air (Cz) and internal mass of the zone (Cim) 
(Ferracuti et al., 2017; Blum et al., 2019; Wang et al., 
2019b). The CQsol term represented the effect of solar 
radiation on the temperature of the envelope. The Qhvac 
being convective, it affected the zone air only. The Qdist 
being both convective and radiative, it affected both the 
internal thermal mass and the zone air, based on the 
parameter D. The factor α determined the interior and 
exterior resistances of the envelope. Rim represented  
the thermal resistance between Cz and Cim. All the  
other parameters were defined as for Figure 1. The 
continuous-time state-space model is shown in  
equations (10)–(14). 
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The values of the individual model parameters could not be 
determined accurately, such that a narrow parameter search 
space would not be beneficial. Moreover, an initial 
parameter identification using a narrow search space led to 
an unphysical model having a poor simulation RMSE. 
Therefore, a wide parameter range was subsequently chosen 
as follows. A: 0–300 m2, B = 0–60 m2, C = 0–2,000 m2,  
(α, D): 0–1, (Re, Rim, Rg): 0–10 K/kW, (Cz, Cim, Ce): 0–3  
× 106 kJ/K. 

For the PEM method, the initial state and the 
disturbance model were set to be estimated by the PEM 
algorithm. The model stability was enforced during the 
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identification. The search method was set to ‘fmincon’, the 
algorithm was selected as ‘interior-point’ and the maximum 
number of iterations was set to 1,000. 

Figure 5 RC model for DesignBuilder data 

  
For the subspace identification (Privara et al., 2012), the 
‘N4SID’ algorithm, in MATLAB System Identification 
Toolbox was used to identify the discrete-time LTI  
black-box state-space model shown by equations (15)  
and (16). 

1k d k d k d kx A x B u K e+ = + +  (15) 

k d k ky C x e= +  (16) 

State-space matrices Ad, Bd, Cd and disturbance matrix Kd 
were estimated by the algorithm. uk was the input vector 
comprising Tz(k), Qsol(k), Qhvac(k) and Qdist(k). yk was the 
output Tz(k). ek was the disturbance to be estimated and xk 
was the state vector. The stability of the identified model 
was selected to be enforced by the algorithm. The canonical 
variate algorithm was used as the weighting scheme for the 
singular-value decomposition by the N4SID algorithm. A 
third order model was selected (Prívara et al., 2013) as 
higher order models did not bring much improvement in the 
results. The Hankel matrix size was varied between 10  
and 70 and was selected to be 40 based on the trade-off 
between the 24-hours ahead prediction accuracy, and the 
autocorrelation and cross-correlation of residuals (Joe and 
Karava, 2017). The disturbance model was set to be 
estimated by the algorithm. Subspace identification was also 
performed in the presence of noise in the identification data, 
whereby the noise levels reported in Section 2.3 were added 
to the input and output data, in order to represent noisy 
measurements available from cheap sensors. When the 
disturbance was assumed to be partially known, the same 
disturbance noise level was considered as for the case when 
the disturbance was fully known. The estimated models 
were then refined through PEM and subsequently validated 
using data without noise, and the resulting output was 
compared to the noiseless zone temperature data obtained 
from DesignBuilder. This comparison would be useful to 
know how the predictions by estimated model differ from 
the actual zone temperature. The ability of the identified 
models to perform 5 min to 24-hours ahead predictions were 
quantified for both July and December and for all cases 
(unknown disturbances, noisy data). One important analysis 

which has been ignored in most works dealing with  
the development of prediction models for MPC of  
building HVAC systems is about the autocorrelation and 
cross-correlation of the model residuals. If the residuals are 
highly correlated, the models can be improved in order to 
have a better prediction. Therefore, a good model should 
have the residual autocorrelation function inside the 
confidence interval of the corresponding estimates 
(MathWorks, 2021). Moreover, a good model is supposed to 
have residuals which are uncorrelated with past inputs. Any 
correlation indicated by a peak outside the confidence 
interval at a certain lag implies that the output has not been 
described by the input at that lag. This aspect was 
thoroughly investigated in this work. The performance 
indicators used to assess the suitability of the models are 
shown in equations (7), (8) and (17)–(19). The Theil’s 
inequality coefficient (TIC) (Fang and Lahdelma, 2016; 
Bnhamdoon et al., 2020) takes a value between 0 and 1, 
where 0 indicates a perfect prediction, and 1 indicates that 
the prediction is no better than a naïve guess. Generally, 
when TIC < 0.25, the prediction of the estimated model is 
considered acceptable (Guo et al., 2017; Bnhamdoon et al., 
2020). 
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2.5 Model identification using experimental data 
from a real building 

The experimental data was collected from a large 
auditorium shown in Figure 6. The building has an occupied 
area of around 540 m2 and is located on the University of 
Florida Campus. The thermal zone is serviced by a 
dedicated air handling unit, and a proportional-integral 
controller is used to control Qhvac so that the room 
temperature tracks a set-point. Ta was obtained from 
weatherunderground.com, Qsol was collected from the 
National Solar Radiation Database. Qhvac was computed 
from measurements of supply air flow rate, temperature of 
supplied air, and temperature of return air. Latent heat was 
ignored so that the calculated Qhvac was accurate only when 
there was not much difference between the supply and 
return duct humidities. A thermostat in the building was 
used to measure Tz. The CO2 concentration of the 
auditorium was also measured in the return duct. All the 
data was collected during the normal operation of the 
building, when the HVAC system was under closed-loop 
control, i.e., no persistently exciting identification data was 
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generated. Measurements were carried out over two periods 
of 14 days each, in summer and in winter. Data for the first 
ten days were used for model estimation, and data for the 
last four days were used for the model validation, for each 
of the considered cases (summer, winter, no Qsol). The size 
of the Hankel matrix was pre-determined to be 25, and a 
third order model was found to be appropriate. Coffman and 
Barooah (2017) reported the identification of an RC  
grey-box model alongside the unmeasured disturbances 
using the same data, but the estimated R and C parameters 
could not be discussed due to lack of ground truth. 
Therefore, in this work, the experimental data was used to 
estimate only the linear black-box model, in an attempt to 
validate the performance of the N4SID + PEM method. 
Coffman and Barooah (2017) also reported a good 
correlation between the measured CO2 concentration and 
the estimated disturbances. Therefore, in this work, the CO2 
concentration was used as an input representing the 
disturbances in the zone. 

Figure 6 Experimental building (see online version for colours) 

 

3 Results and discussion 
3.1 Analysis on open-loop data (generated by the 

known second model in Figure 1) 

3.1.1 Effect of the objective function – optimisation 
technique 

Figure 7 shows the training (T) and validation (P) RMSEs 
for the models identified using noiseless data. The results 
associated with the different objective functions (SSE, 
MAE, MAPE, RMSE and SAE) are presented. The results 
associated with the different initial states of IS1, IS2 and 
IS3 are also shown as numbers 1, 2 and 3, respectively. For 
instance, SSE2 implies that the objective function was the 
SSE and the initial state was IS1. Moreover, the results are 
also shown for the different ways of determining the 
identified model from the 30 optimal parameter vectors. 
Tmean and Pmean correspond to the model whose 
parameters were set as the mean of the 30 optimal solutions. 
Tmedian and Pmedian correspond to the model whose 
parameters were set as the median of the 30 optimal 
solutions. Tmin and Pmin correspond to that optimal 
parameter vector out of the 30 optimal solutions, which led 
to a model with the minimum training RMSE. For the initial 
state IS1, the identified models produced the lowest 
RMSEs. Thus, wrongly assuming an initial state degrades 
the performance of the resulting model. For the IS1 cases, 
the SSE and RMSE objective functions led to models with 
similar and the lowest simulation RMSEs, as compared to 
the other objective functions. The RMSE objective function 
was used by Cui et al. (2019) and Delcroix et al. (2020), 
while the SSE objective function was used by Blum et al. 
(2019). Pmedian and Pmin had RMSE values of the order 
of 10–7 for the SSE1, RMSE1 and SAE1 cases while Pmean 
had much higher RMSE values, implying that the mean of 
the optimal parameter vectors is not a good choice for the 
identified parameter vector. 

Figure 7 Impact of different objective functions, different measures and initial states (see online version for colours) 
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Figure 8 Impact of the size of the parameter search space (see online version for colours) 

  
Note: WR: wide range and NR: narrow range. 

 
3.2 Effect of the size of the parameter search space – 

optimisation technique 
Figure 8 shows the training and validation RMSEs for 
models identified using both the narrow and wide parameter 
ranges. The SSE objective function led to the best 
performance for the wide parameter range, with RMSEs for 
Pmedian and Pmin being of the order of 10–7. The SAE 
objective function led to a model with an RMSE for Pmin 
of the order of 10–7, but the Pmedian was relatively higher. 
For the other objective functions, Pmedian and Pmean were 
much higher than Pmin. Such differences between Pmedian, 
Pmean and Pmin were not observed for the narrow 
parameter range case. Thus, for wide parameter ranges, the 
best model is obtained as the one with the lowest Tmin, as 
considered in Blum et al. (2019). However, this does not 
guarantee that the optimal parameter vector will be 
physically meaningful. 

Figure 9 shows the box-whisker plots for the parameters 
identified using the narrow parameter range. The identified 
parameters were normalised to their corresponding true 
values. The longer horizontal bar represents the normalised 
medians. The shorter horizontal bars represent the 
normalised minimum and maximum values of the 
parameters. The box represents the first quartile to the third 
quartile. The ‘+’ are the outliers, defined in this case as a 
value, which is more than 1.5 times the interquartile range 
away from the top or bottom of the box. Ideally, the best 
result should be just the median line located exactly at 1, 
with no box and with no outlier. 

As can be observed, the parameters identified through 
the SSE objective function were more accurate without any 
outlier, as compared to the other objective functions. The 
box plots for the parameters identified using the RMSE and 
the SAE objective functions were very similar. The 
parameters identified using the MAE and the MAPE 
objective functions were more scattered over the search 
space. Figure 9(e) and Figure 9(f) show that the parameters 

identified were inaccurate when the initial state was wrong, 
even though the SSE objective function was used. Figure 10 
shows the box plots for the wide parameter search space. It 
can be observed that the SSE objective function led to more 
accurate parameters as shown in Figure 10(d). 

Figure 9 Box plots – narrow parameter range analysis for  
(a) MAE1, (b) MAPE1, (c) RMSE1 (SAE1 similar), 
(d) SSE1, (e) SSE2 and (f) SSE3 (see online version 
for colours) 

 
(a) 

 
(b) 
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Figure 9 Box plots – narrow parameter range analysis for  
(a) MAE1, (b) MAPE1, (c) RMSE1 (SAE1 similar), 
(d) SSE1, (e) SSE2 and (f) SSE3 (continued)  
(see online version for colours) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 10 Box plots – wide parameter range analysis for  
(a) MAE1 (RMSE1 similar), (b) MAPE1, (c) SAE1, 
(d) SSE1, (e) SSE2 and (f) SSE3 (see online version 
for colours) 

 
(a) 

 
(b) 

 
(c) 

 
(d) 
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Figure 10 Box plots – wide parameter range analysis for  
(a) MAE1 (RMSE1 similar), (b) MAPE1, (c) SAE1, 
(d) SSE1, (e) SSE2 and (f) SSE3 (continued)  
(see online version for colours) 

 
(e) 

 
(f) 

Compared to Figure 9, the MAE and MAPE objective 
functions led to an even worst model under the wide 
parameter range conditions, as depicted by the scattering of 
the identified parameters, especially Re, Rim and Cz,  
over a large range [Figure 10(a) compared to Figure 9(a), 
Figure 10(b) compared to Figure 9(b)]. Similarly, the 
models identified using the wrong initial state were  
even worse under wide parameter range conditions  
[Figure 10(e) compared to Figure 9(e), Figure 10(f) 
compared to Figure 9(f)]. 

3.2.1 Effect of noisy identification data – 
optimisation technique 

Figure 11 shows the box plots for the parameters identified 
using noisy data for the different objective functions under 
the narrow parameter search space condition. 

The SSE objective function produced the best results, 
with no outlier and with the parameters being scattered over 
narrower range, as compared to the other objective 
functions. Comparing Figure 11(d) to Figure 9(d), it can be 
deduced that the noisy data affected the optimisation-based 
identification by scattering the identified parameters  
over a wider range. Figure 12 shows the standard  
deviation of the noise in the input/output data for the  
32 input/output combinations. Figure 12 additionally shows 
the corresponding validation RMSE for the model identified 

under each noise combination. The variation in the RMSEs 
were similar to the variation of the standard deviation in the 
GHI. Blum et al. (2019) reported similar findings. The 
Pmedian and Pmean RMSEs for the different objective 
functions are not shown on Figure 12, but they had very 
similar values to the Pmin RMSEs. Moreover, comparing 
Figure 12 to Figure 7, it can again be deduced that the noisy 
identification data led to a model having a worse simulation 
RMSE than one identified using noiseless data. 

Figure 11 Box plots – noisy identification data – narrow 
parameter range for (a) MAE1 (MAPE1 similar),  
(b) RMSE1, (c) SAE1 and (d) SSE1 (see online 
version for colours) 

 
(a) 

 
(b) 

 
(c) 

 



94 H. Shamachurn and S.Z.S. Hassen  

Figure 11 Box plots – noisy identification data – narrow 
parameter range for (a) MAE1 (MAPE1 similar),  
(b) RMSE1, (c) SAE1 and (d) SSE1 (continued)  
(see online version for colours) 

 
(d) 

3.2.2 Estimating the initial state prior to 
identification – optimisation technique 

The wrong initial state affected the accuracy of the 
identified model as reported in Section 3.1.1. Therefore, the 
initial second state Tim was partially estimated in this work, 
prior to performing the identification for each IPG.  
Figure 13 shows the resulting box plots for the narrow  
and wide parameter ranges. Comparing Figure 13(a) to 
Figure 9(e) and Figure 9(f) for the NR condition, a 
significant improvement can be seen in the results, when  
the initial state was estimated. Similarly, comparing  
Figure 13(b) to Figure 10(e) and Figure 10(f) for the WR 
condition, it can be deduced that estimating the initial state 
prior to the parameter identification resulted in  
more accurate models, given that the normalised median 
parameters were closer to 1. Such results have not been 
reported in any work dealing with optimisation-based 
identification of grey-box RC models. 

Figure 14 compares the validation results for different 
ways of considering the initial state. One immediate 
observation is that the RMSEs were the smallest when the 
initial state was known exactly. When the initial state was 
incorrect, however, the RMSEs became much larger. When 
the initial state was estimated prior to performing the 
optimisation, the simulation RMSEs improved slightly 
when the parameter search space was narrow, but remained 
relatively high when the search space was wide. After 
estimating the initial state for each IPG, 30 optimal 
parameter sets were obtained. The initial state was again 
estimated for each optimal solution, after which the models 
were validated again. This process was found to 
significantly improve the simulation RMSEs when the 
parameter search space was wide. No visible improvement, 
however, occurred for the narrow parameter range. This 
technique can be employed for optimisation-based 
identification cases where the initial state is not known 
accurately. 

3.2.3 Estimating the initial state prior to 
identification – optimisation technique 

Figure 15 shows the box plots resulting from the 
identification process when Qdist was assumed unknown so 
that it was not used in the optimisation process. However, it 
had an effect on the simulated zone temperature. The initial 
state was set to its true value of [23.5, 25] for this analysis. 

Comparing Figure 15(a) to Figure 9(d), it can be 
observed that the presence of an unknown disturbance 
shifted the median parameters away from the value of 1. 
Comparing Figure 15(b) to Figure 15(a), the wide parameter 
range scenario identified the parameters as being slightly 
more scattered as compared to the narrow parameter range 
case. Moreover, the median parameters were slightly 
different, with a few outliers. Thus, disturbances not 
accounted for during the identification process affect the 
estimated parameters. 

Figure 12 Validation RMSEs and corresponding noise standard deviations (see online version for colours) 
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Figure 13 Box plots – state estimation prior to identification for 
(a) narrow parameter range and (b) wide parameter 
range (see online version for colours) 

  
(a) 

  
(b) 

3.2.4 Identification in the presence and absence of 
disturbances – PEM technique 

Figure 16(a) shows the box plot of the parameters identified 
using the PEM, when there was no unknown disturbance 
but the disturbance model in the PEM algorithm was set to 
‘none’ (referred to as no disturbance). It can be observed 
that the estimated Re and Rim values were not physically 
meaningful. When the occupancy was actually unknown, 
and the disturbance model in the algorithm was set to ‘none’ 
(referred to as no disturbance model), the box plot was 
almost the same. However, when the occupancy was 
unknown, and the disturbance model in the algorithm was 
set to ‘estimate’ (referred to as disturbance model), the box 
plot in Figure 16(b) was obtained. A slight improvement 
can be observed, as the medians of the normalised Re and 
Rim are about half of those in Figure 16(a). The 24-hours 
ahead prediction RMSEs and peak absolute errors (PAEs) 
are shown in Figure 17. The RMSEs being less than 2°C 
implies that the model would be amenable in an MPC 
framework (Radecki and Hencey, 2017). The PAEs were 
generally quite high. It has to be noted that although the 
estimation of a disturbance model improved some of the 
identified parameters, the prediction RMSEs became worse 
for some IPGs, and the prediction PAEs became worse for 
all IPGs. 

Figure 14 Validation RMSEs – initial state consideration for  
(a) narrow parameter range and (b) wide parameter 
range (see online version for colours) 

 
(a) 

 
(b) 

3.3 Analysis on closed-loop data generated by 
DesignBuilder 

3.3.1 Optimisation method 
The analyses on the open-loop data concluded that the SSE 
objective function should be used for optimisation-based 
identification. Moreover, it was found that the initial state 
should be estimated prior to performing the identification. 
Furthermore, it was found that the optimal parameter set 
should be the one resulting in the minimum training error. 
The box plots for the closed-loop analyses were obtained by 
normalising the identified parameters with respect to the 
parameter range, given that the true values of the parameters 
were unknown. Figure 18 shows the validation RMSEs of 
the identified models. Figure 18 also shows the box plots of 
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the normalised identified parameters for the following  
three scenarios: undetrended data for July, detrended data 
for July and detrended data for December. Figure 18(a) 
shows that detrending of the input-output data enabled the 
identification of models which had better validation RMSEs 
and PAEs. 

Figure 15 Box plots – presence of unmeasured disturbances for 
(a) narrow parameter range and (b) wide parameter 
range (see online version for colours) 

 
(a) 

 

 
(b) 

Figure 16 Box plots – PEM identification for (a) no disturbance 
and (b) disturbance model (see online version  
for colours) 

 
(a) 

 
(b) 

 

 

Figure 17 Prediction PAEs and RMSEs for identification by PEM algorithm (see online version for colours) 
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Figure 18 (a) Validation RMSEs and PAEs and box plots for 
closed-loop data using optimisation method for  
(b) July – undetrended, (c) July – detrended and  
(d) December – detrended (see online version  
for colours) 

  
(a) 

 
(b) 

 
(c) 

 
(d) 

The identified model for December had a better validation 
performance than that for July. The variation of the RMSE 
was similar to that of the PAE for the same scenario. 
Comparing Figure 18(b) to Figure 18(c), it can be deduced 
that the detrending process identified the parameters such 
that they were spread over a narrower range. The detrended 
data led to most identified parameters being different  
from those identified using undetrended data. Comparing 
Figure 18(c) to Figure 18(d), it can be observed that most 
parameters were identified such that they were different for 
December, as compared to July. Thus, such parameters 
might not be physically meaningful, as physical parameters 
cannot change drastically over a time period of six months. 
It could be that the data was not persistently exciting. 
However, the ‘advice’ command in MALAB suggested that 
the data could be used to identify a very high order model. 
Moreover, it could be possible that the chosen model 
structure and the associated inputs were not appropriate to 
capture the prevailing thermal dynamics. However, prior to 
the selection of the model structure employed in this  
work, several other structures of varying complexities  
(first to third orders) were tested by trial and error and their 
performances were worse. A higher order model with a 
more complex structure was not considered, as it would be 
computationally demanding to be identified for a single 
thermal zone. The identification of each model through the 
optimisation method took about three hours, which is 
significantly high, for a single-zone building model having 
only 11 parameters. For all the 30 IPGs, the minimum 
validation RMSEs were 0.7°C, 1.46°C and 0.4°C,  
and the PAEs were 1.8°C, 3.3°C and 1.2°C for the  
July-detrended, July-undetrended and December-detrended 
cases, respectively. Therefore, even though the identified 
parameters were not physically meaningful, a third order 
model capable of reproducing the thermal dynamics of a 
single zone with sufficient accuracy was developed and 
identified in this work. 

Figure 19 Box plots – closed-loop identification data  
using PEM method for (a) July – detrended and  
(b) December – detrended, (c) prediction RMSEs and 
(d) prediction PAEs (see online version for colours) 
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Figure 19 Box plots – closed-loop identification data  
using PEM method for (a) July – detrended and  
(b) December – detrended, (c) prediction RMSEs and 
(d) prediction PAEs (continued) (see online version 
for colours) 

 
(b) 

 
(c) 

 
(d) 

3.3.2 PEM method 
The box plots for the normalised identified parameters for 
the 30 IPGs, as well as the prediction RMSEs and PAEs are 
shown in Figure 19. The first observation from the box plots 
is that most parameters were identified as being scattered 
over a WR. Moreover, the identified parameters were 
different for July and December. Figure 19(c) shows that for 
most of the IPGs, the prediction RMSEs were within a 
range (less than 2°C) acceptable for predictive control 
(Radecki and Hencey, 2017). Figure 19(d) shows that the 
PAEs, however, were quite high. The minimum 24-hours 
ahead prediction PAEs were 4.4°C and 2.7°C for July and 
December, respectively. The time taken to identify all the 
models for the 30 IPGs was around 20 minutes, which is not 
insignificant. 

3.3.3 Subspace + PEM estimation method 
Figure 20–Figure 22 presents the subspace identification 
results. Figure 20(a) shows the 5-mins, 1-hour, 6-hours,  
12-hours and 24-hours ahead predicted temperatures 
alongside the actual temperature for the validation dataset. 
The same legend is applicable for all the graphs showing 
similar information for all the analysed cases. It can be 
observed that model was able to predict the thermal 
dynamics accurately over the different prediction horizons. 
Figure 20(b) and Figure 20(c) show the autocorrelation of 
residuals for the N4SID estimation and N4SID + PEM 
estimation, respectively. The greyed region shows the 99% 
confidence limits. The refining of the initial N4SID model 
through PEM was found to improve the correlations to an 
acceptable level. Figure 20(d) shows the cross-correlation of 
residuals for the N4SID + PEM estimation, and confirms 
that the model was well identified. Figure 21 shows similar 
information as Figure 20, but for the month of July. Similar 
conclusions can be drawn about the performance of the 
estimated model as well as the training of the model, as for 
December. Prediction and residual analysis plots for the 
presence of unknown heat gains (occupancy and equipment) 
are not provided due to space limitations, but were 
acceptable and similar to Figure 20 and Figure 21. Figure 22 
shows the residual analysis when noisy data was used for 
the identification. The results show that the models were 
better estimated, compared to noiseless data identification. 
Table 2 shows the performance metrics of the models 
resulting from the N4SID + PEM estimation. All the 
estimated models had acceptable prediction accuracies, both 
on the training and validation datasets, even with noisy 
identification data and the presence of significant unknown 
disturbances. The PAE is not often analysed in other works, 
but here is it shown that the validation prediction PAE had a 
maximum value of only 1.5°C. The RMSE and MAE were 
acceptable as well. For instance, Bäumelt and Dostál (2020) 
reported an MAE of up to 0.6°C. Similarly, Brastein et al. 
(2018) reported an RMSE of up to 1.5°C. Viot et al. (2018a) 
reported the best MAE of 0.73°C and PAE of around 3°C, 
and successfully used the model in MPC framework (Viot  
et al., 2018b). 
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Figure 20 Subpsace results for December when all the inputs 
were used, (a) prediction v/s actual temperatures for 
validation dataset (b) autocorrelation of residuals 
(N4SID only) (c) autocorrelation of residuals  
(N4SID + PEM) (d) cross-correlation of residuals 
(N4SID + PEM) (see online version for colours) 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 21 Subpsace results for July when all the inputs were 
used, (a) prediction v/s actual temperatures for 
validation dataset (b) autocorrelation of residuals 
(N4SID only) (c) autocorrelation of residuals (N4SID 
+ PEM) (d) cross-correlation of residual (N4SID  
+ PEM) (see online version for colours) 

 
(a) 

 
(b) 

 
(c) 

 
(d) 
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Figure 22 Residual analysis for identification using noisy data 
(N4SID + PEM), (a) autocorrelation – December  
(b) cross-correlation – December (c) autocorrelation 
– July (d) cross-correlation – July 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 23 Experimental identification data for (a) winter and  
(b) summer 

 
(a) 

 
(b) 
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3.4 Analysis on experimental data (N4SID + PEM) 
Figure 23 shows the experimental data. Figure 24 shows the 
prediction results for the validation datasets. The results for 
only one day is shown for winter, for clarity. The models 
predicted the zone temperatures accurately over all the 
prediction horizons, even though Ta and Qsol were not 
measured onsite, but were obtained from databases.  
Figure 25 and Figure 26 show that the models were well 
trained. Table 3 shows that the identified models using 
experimental data had better performances that those 
identified using DesignBuilder data. Although the models 
for winter had relatively low R2 values, the TIC values 
indicate that they had excellent prediction capabilities. Not 
using the Qsol input had only a minor effect on the resulting 
model. However, the absence of Qsol in the DesignBuilder 
input data led to poor models. Similarly, not considering the 
CO2 concentration input in the experimental data led to poor 
models. 

Figure 24 Prediction v/s actual temperatures for validation  
sets of experimental data using N4SID + PEM,  
(a) one day for winter (b) four days for summer  
(see online version for colours) 

  
(a) 

 
(b) 

Each model for the DesignBuilder and experimental data 
was identified in no time (< 2 s). Getting a suitable grey-box 
RC model for the optimisation and PEM method took a 
significant amount of time and expertise to be developed 
and identified in this work. If experiments were needed to 

generate persistently exciting data, and if the inputs were 
obtained through complex processing of measured 
quantities, the whole process would take even longer. For 
instance, Viot et al. (2018a) did a significant study to obtain 
the best RC model for a practical room and the validation 
MAE was only 0.7°C. In the proposed N4SID + PEM 
model, the CO2 concentration was useful as an input,  
while this approach would not work for an RC model, 
which is seriously affected by unmeasured disturbances. 
Thus, alongside the indoor CO2 level control, the CO2 
measurements can be also useful for the indoor temperature 
control. 

Figure 25 Autocorrelation of residuals for N4SID + PEM,  
(a) winter (b) summer 

 
(a) 

 
(b) 

To further prove the effectiveness of the proposed 
technique, the model estimated using winter data showed a 
good performance when validated on the summer data. 
Similarly, the model estimated using summer data had a 
good performance when validated using winter data. The 
detailed results are not shown here due to space limitations. 
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Table 2 Results of performance evaluation of N4SID + PEM identification for DesignBuilder data 

Dataset  Training  Validation 

Performance indicator  PAE RMSE MAE R2  PAE RMSE MAE R2 TIC 

December – all inputs known  1.44 0.55 0.45 0.94  1.51 0.63 0.52 0.92 0.13 
December – occupancy and equipment unknown  1.44 0.55 0.45 0.94  1.51 0.63 0.52 0.92 0.13 
July – all inputs known  1.39 0.54 0.44 0.90  1.48 0.64 0.54 0.79 0.21 
July – occupancy and equipment unknown  1.39 0.54 0.44 0.90  1.48 0.64 0.54 0.79 0.21 
December – noisy – all inputs known  1.57 0.50 0.40 0.95  1.23 0.47 0.39 0.95 0.10 
December – noisy – occ. and equipment unknown  1.54 0.50 0.40 0.95  1.22 0.47 0.38 0.95 0.10 
July – noisy – all inputs known  1.45 0.54 0.43 0.90  1.33 0.61 0.50 0.81 0.21 
July – clean – occ. and equipment unknown  1.45 0.54 0.43 0.90  1.34 0.61 0.50 0.81 0.21 

Table 3 Results of performance evaluation of N4SID + PEM identification for experimental data 

Dataset  Training  Validation 

Performance indicator  PAE RMSE MAE R2  PAE RMSE MAE R2 TIC 

Winter – all 4 inputs used  1.20 0.29 0.22 0.95  0.96 0.32 0.26 0.51 0.0070 
Winter – GHI unused  1.24 0.33 0.25 0.93  0.87 0.30 0.24 0.57 0.0065 
Summer – all 4 inputs used  1.17 0.39 0.31 0.83  0.96 0.26 0.21 0.94 0.0057 
Summer – GHI unused  1.25 0.42 0.34 0.80  1.04 0.30 0.24 0.92 0.0066 

 
Figure 26 Cross-correlation of residuals for N4SID + PEM,  

(a) winter (b) summer 

 
(a) 

 
(b) 

4 Conclusions 
This paper has shown that an accurate control-oriented LTI 
model for MPC can be easily and quickly obtained through 
subspace identification followed by PEM. The models 
estimated in this work had a good validation performance 
even if little identification data was used, even in the 
presence of large unmeasured disturbances and noisy 
identification data, even if significant nonlinear solar heat 
gains were present, and even though the identification data 
was collected during the regular HVAC operation. For the 
simulation data, the maximum validation PAE, RMSE and 
MAE were only 1.5°C, 0.64°C and 0.54°C, respectively. 
For the experimental data, the maximum validation PAE, 
RMSE and MAE were only 0.96°C, 0.32°C and 0.26°C, 
respectively. Moreover, the Thiel’s inequality coefficients 
indicated acceptable prediction performances of all the 
developed models for both simulation and experimental 
data. The issues associated with the optimisation and PEM 
techniques for the identification of RC grey-box models 
were pointed out through analyses using both open-loop and 
closed-loop data. Particularly, the choice of the objective 
function, the unknown initial states, the unknown 
disturbances, the size of the parameter search space and 
noise in the identification data were found to affect the 
physical meaning of the identified R and C parameters.  
It was additionally found that the development and 
identification of RC grey-box models through the  
two techniques was very time consuming, even for a  
single-zone building. The N4SID + PEM technique 
proposed in this paper could estimate the model for a  
single-zone building over less than two seconds, and can be 
considered to be robust, given that the prediction results 
from a simulated building with a certain type of 
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construction and operation and located in one climate zone 
as well as the experimental results from another building 
with a different type of construction and operation and 
located in a different climate zone were all satisfactory, for 
both summer and winter. Further research will apply the 
proposed method to a multi-zone building. The impacts of 
the data quality and the pre-processing of data on the 
identification results will be investigated. Eventually, the 
developed models will be applied in MPC for a multi-zone 
building, and the results compared to the baseline HVAC 
controller. 
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Nomenclature 

List of symbols 

Abbreviations 

ARX Autoregressive model with exogenous inputs 
GHI Global horizontal irradiance 
HVAC Heating, ventilation and air-conditioning 
IPG Initial parameter vector guess 
LTI Linear time invariant 
MAE Mean absolute error 
MAPE Mean absolute percentage error 
MPC Model predictive control 
NR Narrow range 
PAE Peak absolute error 
PEM Prediction-error-minimisation 
RC Resistance-capacitance 
RMSE Root mean square error 
SAE Sum of absolute error 
SSE Sum of squared error 
TIC Theil’s inequality coefficient 
WR Wide range 
Symbols 

A Solar convective heat transfer factor [m2] 
B Solar radiative heat transfer factor [m2] 
C Solar factor affecting envelope [m2] 
Cx Thermal capacitance [kJ/K] 
D Radiative proportion of disturbance 
Q Heat flow [kW] 
R Thermal resistance [K/kW] 
T Temperature [°C] 
U Heat transfer coefficient [W/m2.K] 
α Exterior proportion of envelope thermal resistance 

Subscripts 

dist Disturbance 
e Envelope 
g Glazing 
im Internal mass 
o Outside air 
sol Solar 
z Zone air 

 


