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Abstract: Massive temporal data generated in different domains need to be 
analysed for decision-making by various applications. This time-series data 
holds significant contextual knowledge in the form of hidden events. The need 
for automatic identification of such events is apparent. The lack of effective 
pattern identification techniques for contextual events suggests the need for 
efficient event identification methods for various applications. The study aims 
to propose a contextual event identification methodology in temporal data using 
exploratory data learning. The exploratory learning algorithm identifies 
appropriate uncertainty limits in an iterative approach to get desired 
information gain. Audio music streams and standard text datasets are used to 
test the method and retrieve contextual events. The result shows a 1.8% 
improvement for text data compared with an LDA approach and 0.04% 
improvement in the mean reciprocal rate for music data. Contextual event 
identification is helpful for different decision-making tasks in machine 
learning. The proposed system is extendable in different domains such as 
network, financial or medical, where event identification of temporal data is 
essential. 

Keywords: data analysis; event discovery; exploratory learning; time-series 
data; uncertainty. 
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1 Introduction 

Time series data are generated in various domains and is analysed to make appropriate 
decisions based on predictions. The prediction is based on the probabilistic approach 
using statistical models. Recent examples of COVID data analytics for an association of 
temperature and humidity prediction by Qi et al. (2020) or possible cases for medical 
facilities by Benvenuto et al. (2020) considering the possible spread are the examples of 
time series data where past daily data is used as a reference for analytics. Different 
parameters are considered in the statistical modelling, and the predictions are based on 
certain assumptions and available data. Inaccuracy in time series data collection or wrong 
assumptions can lead to failure of the proposed model, and wrong predictions are 
possible in such cases. For example, stock market analysis for predicting stock prices 
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from Idrees et al. (2019) or time-series data for social media analysis performed by 
Ibrahim and Wang (2019) can be used to predict future decisions. Traffic data analysis in 
a computer network by Madan and Sarathi Mangipudi (2018) or power flow simulation 
as per Selim et al. (2018) helps predict the resource requirements at a specific time or day 
in the future. This time-series data is enormous in most applications and requires 
enormous computational resources and time. 

Event-based analysis of time series data reduces the efforts in analysing the entire 
time-series data, and analysis of critical or extreme events is sufficient in many 
applications such as demand forecasting of vehicles for Uber performed by Laptev et al. 
(2017). This critical event discovery is referred to as contextual event identification (CEI) 
considering specific tasks. Contextual events in the same time series data may vary 
depending on the task. Each task will have different requirements, and the contextual 
event information required is likely to vary. Contextual events to predict the vehicle 
demand in specific time slots on working days will differ from contextual events to 
predict the demand in a specific scheme or festival. Some examples of CEI of specific 
tasks are bursty event identification for text streams proposed by Fung et al. (2005), 
Twitter event detection for topic summarisation by Cordeiro (2012), or epileptic event 
detection in EEG data done by Correa et al. (2019). Various models are proposed in the 
literature for analysis and prediction using time series data with autoregressive moving 
average or ARIMA is one of the most widely used approaches by researchers (Alsharif  
et al., 2019; Qin et al., 2017). Event discovery or identification is performed by exploring 
time series data and identification of specific patterns (Amornbunchornvej et al., 2018; 
Souto and Liebig, 2016; Zhou et al., 2017). Learning specific data patterns in temporal 
data is referred to as exploratory data learning (EDL). EDL approach is a data-driven 
approach, and data exploration is helpful for the inference in the context event 
identification. Some researchers have applied a data-driven approach for time series event 
identification in different domains, such as rainfall by Thiesen et al. (2019) or clinical 
data by Harutyunyan et al. (2019). Data-driven knowledge discovery is a promising 
approach, as Ding and Stirling (2017) mentioned. EDL investigates the temporal data to 
discover relationships between available contextual knowledge and unknown concepts. It 
discovers the events which are likely to be crucial from the task-related context and 
valuable for further processing. The identification of contextual events is a crucial and 
challenging task. 

The primary motivation of the work is to propose a general methodology for CEI 
suitable for any time-series data, as shown in Figure 1. The event identification of time 
series data helps with standard tasks in machine learning such as classification as per 
Pandey et al. (2020), clustering as per Ives et al. (2016), and predictions. However, not all 
events or entire data are essential for the specific application, and events identified using 
contextual information are the main decision-making points in the vast time series data. 
Therefore, further processing of these decision-making points reduces the time and 
computing overheads and provides more accurate results. 

Figure 1 Time series data processing 

 Time Series data 
Processing 

Contextual Event 
Identification 

Machine 
Learning Tasks 
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• contextual event identification using exploratory data learning (CEI-EDL) 
methodology for the time series data analysis proposed 

• enhancement of machine learning tasks using contextual events with improved 
accuracies 

• efficient learning with an EDL approach 

• effective use of data uncertainty in CEI. 

The paper is organised in the following manner. First, the literature survey covers 
knowledge discovery and event identification approaches used for time series data. Then, 
the proposed CEI-EDL method is explained with a mathematical foundation. Next, the 
experimental setup covers the experiments performed to test the methodology along with 
the results obtained. Finally, the conclusions and possible future scope are covered in the 
last section. 

2 Literature survey 

In general, numeric data in sequence of medical and other domains like moves in games 
or sports can be modelled as time series data. In addition, the structured and unstructured 
data can be modelled in a time series to discover hidden knowledge. Data mining and 
knowledge discovery are essential in most applications related to time series data. 
Researchers deploy different approaches to extract valuable knowledge from the vast 
time series data. 

The knowledge discovery approaches used either application or data-centric.  
Self-organising feature maps to identify sleep-related disorders by Ultsch (1999) from 
multivariate time series data such as EEG, EMG, EOG, EKG, and symbolic knowledge 
represented using unification-based grammars algorithm was built on the  
Kullback-Leibler divergence using the probability distributions. The butions of the 
discretisation symbols were proposed by Morchen and Ultsch (2005) for the optimised 
discretisation to transform numeric time series into knowledge in the symbolic form. 
Computational theory of perception was used for the information-theoretic fuzzy 
approach by Last et al. (2001) knowledge discovery for time-series databases of stock 
market, and weather. For the sentiment knowledge discovery in Twitter streaming data, 
Bifet and Frank (2010) proposed a sliding window Kappa statistic computation in time-
changing data streams. 

During a detailed survey performed by Ramirez-Gallego et al. (2017) for data stream 
mining, they expressed a need to develop new and more sophisticated data preprocessing 
methods, one of the critical stages of the knowledge discovery from complex data types. 
Some researchers used an integrated approach to discover knowledge. For knowledge 
discovery, collaborative and distributed approaches to computing were used (Singh et al., 
2007; Pekkola et al., 2013). Event identification is a critical knowledge discovery step in 
most applications based on time series as it leads to a basis for critical decision making. 

The most challenging part of sizable time-series data is identifying interesting events 
(Lan and Ma, 2008) or regions of interest. The LeadLine is one of the event identification 
interactive visual analytical situations, which integrates topic modelling, event detection 
(identification), and name data entity relationship based on 4W’s (Who, What, When, 
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Where). The knowledge is mined using time sequence referencing and visually 
represented to extract more knowledge for decision making. They were represented as 
entity graphs and Geo-mapping based on the position of the context in the text (Cerbin 
and Kopp, 2006). Event detection was considered the crucial pre-processing step as 
knowledge discovery as per Guralnik and Srivastava (1999). A mathematical 
representation of event detection for time-series inputs was given by Kom et al. (1997). 
Temporal abstraction was proposed for understanding and interpreting time-series data in 
earlier research by Shahar et al. (1996). A unifying framework for detecting outliers and 
change points was proposed by Yamanishi and Takeuchi (2002) for non-stationary time 
series data. During the research in the temporal pattern mining framework, identifying 
foretelling patterns for observing and event discovery problems in multifaceted 
multivariate time series data, experimentation was performed by Batal et al. (2012) on the 
healthcare data of 13,558 diabetic patients, and functional patterns were identified for 
spotting and analysing adverse medical situations with diabetic patients. 

Various approaches to specific application domains were adopted to find exciting 
events (Hunter and McIntosh, 1999; Akoglu and Faloutsos, 2010; Wu et al., 2018). An 
event in time series data has different interpretations across different domains but has a 
common goal of knowledge discovery. For example, neural networks were used 
successfully in nuclear power plants to find abnormal events (Ohga and Seki, 1993) and 
forecast coolant accidents (Radaideh et al., 2020). In the medical field, for event 
discovery of time-series data, EEG signals were processed to find events, for knowledge 
discovery (Tsien, 2000; Lawhern et al., 2013). In the domain of social networks, 
knowledge based on the post-event was determined using text or other multimedia inputs 
(Atefeh and Khreich, 2015; Cordeiro and Gama, 2016). For the finance sector, events 
were proposed based on transactions, notifications, and news as inputs by Escher (2008). 
Event-based approaches were also explored for specific time series data sets such as UCR 
and MPEG-7 Core Experiment CE-Shape-1 (Koknar Tezel and Latecki, 2011), and 
multivariate medical time series (Dua et al., 2011). Architecture for emergency event 
prediction using LSTM recurrent neural networks was proposed by Cortez et al. (2018). 
Cekinel and Karagoz (2022) the proposed event prediction from news text using 
subgraph embedding and graph sequence mining. Real-time event detection and 
classification in social text streams using an embedding approach was proposed by Singh 
et al. (2022). A detailed survey for disaster event detection from text data by Gupta et al. 
(2022) provides different techniques used for event detection. Modelling of sequential 
listening behaviours with attentive temporal point processing for event detection was 
proposed by Wang et al. (2021) for music recommendation. Various approaches were 
discussed to identify events from different domains for knowledge discovery which will 
help decision-making. 

The exhaustive literature survey indicates that most existing systems use the entire 
time series for the processing which is a complex and tedious task for knowledge 
discovery. The existing systems mainly utilise the dynamic changes in the time series 
data as a basis for event identification. These systems are likely to ignore important 
events and may fail to discover hidden knowledge. Furthermore, these approaches 
typically miss complete information (hidden knowledge) in the time series data. Finding 
out uncertainties between input sequences helps to reduce such a loss of information. 
Hence, uncertainty-based event identification and successive machine learning 
approaches will undoubtedly improve performance. Hence, the hypothesis is proposed as 
“The generic methods used in time series event identification fail to capture hidden 
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knowledge, which leads to incorrect decision making. CEI with different uncertainty 
bounds in the proposed system represents hidden contextual information. If  
uncertainty-based event identification with EDL is performed on time series to extract 
relevant and useful information, then this information helps in an accurate classification 
and clustering”. As a hypothesis, a CEI-EDL method is proposed, and experiments are 
performed as illustrated in this paper. 

3 CEI-EDL method 

The proposed CEI-EDL method is inspired by the information gain theory proposed by 
Shannon (1948). As per Shannon, entropy is a measure of uncertainty for some variables 
or events. The more significant is the uncertainty, the greater the Shannon entropy. 
Shannon proposed that information reduces uncertainty and therefore reduces entropy. 
The proposed method uses uncertainty based on the Shannon theory for CEI of the 
primary events. EDL based on a data-driven approach does not rely on domain-specific 
information and is a more promising approach developed recently, suitable for various 
machine learning applications. 

3.1 Mathematical foundation 

The mathematical foundation used for CEI is based on information theory. Various 
symbols were used and their description is given below. 

Ts Time series data with di as data value at time instance ti with n samples 

Sj Segment j in Ts with total m segments 

Ek Event k identified in segment j 

Ue Total number of unique events in segment j 

F(Ek) Frequency of occurrence of event Ek. 

Entropy En and information gain of specific event Ig(Ek) is calculated using the 
following equations (1) and (2), respectively. 

(1/ )*log*( )En Ue Ue=  (1) 

( ) ( )*Ig Ek F Ek En=  (2) 

Uncertainty of specific event Ek is calculated as Un(Ek) using equation (3). 

( ) 1 ( )Un Ek Ig Ek= −  (3) 

Various researchers use this mathematical foundation proposed by Shannon for different 
applications, and this proven mathematical concept is applied for CEI of time series data. 

3.2 Contextual event identification 

Contextual events are identified using the uncertainty desired for the specific application. 
The threshold value or range of uncertainty is used for CEI. The basic functional blocks 
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of the proposed method are shown in Figure 2. The segmentation of the time series data 
provides logical segments based on the domain information available. When domain 
information is unavailable or logical segmentation is not desired, the entire sequence is 
considered a single segment. Exploratory learning algorithms identify important events 
based on the contextual information desired. Primary events representation of the raw 
time-series data represents the semantic information associated with it. Uncertainty (Un) 
associated with each event (Ek) is computed using the basic mathematical formula for Un 
(Ek). Contextual events are identified based on the range/ threshold desired for Un (Ek) 
for the specific task. The range or a threshold is initially set with a heuristic approach and 
is modified as the model matures with more training data. The contextual events selected 
from the set of primary events are crucial, and it reduces further processing time with a 
focus on only contextual event information. Typical tasks such as time series comparison, 
classification, clustering, and predictions can be achieved using identified contextual 
events. These machine learning tasks using the CEI-EDL method is time-efficient and 
more accurate due to the semantic association than raw time series data. 

Figure 2 CEI-EDL method 

 

Event identification of time-series data generally needs domain knowledge and inputs 
from domain experts at the initial stage, and it helps in the possible segmentation and 
validation of contextual events for the task. For example, given an ECG time series data, 
what to look for at the critical events in the desired task and its further interpretation 
requires medical knowledge. The critical event can be a combination of primary events or 
primary events themselves, and the n-gram model is helpful for the grouping of the 
primary events in an ordered manner. The uncertainty is identified for these n-grams 
using the formulas mentioned in the previous subsection. The contextual events are 
identified using the uncertainty range or the information gain expected for the specific 
application. This EDL algorithm is data-driven and uses the contextual info to identify 
critical events that are contextually important for the task. 

3.3 Exploratory learning 

The proposed exploratory learning algorithm is data-driven and matures with the testing 
samples provided. The primary outcome of an exploratory learning algorithm is 
uncertainty limits for specific applications for CEI. The variety of test cases is essential in 
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training the machine learning algorithm. The algorithm’s accuracy depends on the quality 
of training data and domain expert knowledge involved in the initial stage. The algorithm 
adjusts the limits to provide the desired output for test cases used for training, and it is 
further tested for unknown samples to major the effectiveness in identifying the  
context-specific events. 
Algorithm 1 Exploratory learning for uncertainty limits identification 

Exploratory learning algorithm 
Input: 

Time series data samples with contextual events 
Uncertainty limits initialisation 

Output: 
Proposed uncertainty limits for a specific task  

Procedure begin 
While the end of the training sample performs steps 1 to 6:  

1 Read training time series data sample 
2 Perform segmentation of time series data sample (s: number of segments) 

While the end of s performs steps 3 to 5: 
3 Identify the contextual event with uncertainty limits  
4 Verify the identified contextual events 
5 If desired, adjust uncertainty limits to capture contextual events in the segment 

Identify optimum uncertainty limits for training sample n 
6 Store limits for sample in the table 

While the end of limits in the table performs steps 7 to 11: 
7 Read limit 
8 Read training time series data sample 
9 Perform segmentation of time series data sample (s: number of segments) 

10 Identify the contextual event with uncertainty limits  
11 Find the identified contextual events for a specific limit 

Find optimum uncertainty limits for all training samples 
12 Test the uncertainty limits for testing data 
13 If the desired outcome is satisfactory, then stop  

Else increase training and test samples and continue  
Procedure end 

After several iterations of the algorithm, it is most likely that appropriate uncertainty 
limits will be obtained. If the problem persists, one needs to modify parameters such as 
more samples, the segmentation method used, and the accuracy expected to get desired 
results from the data. Since this approach is data-driven, the more significant number of 
samples and coverage of maximum variety in data samples will likely provide better 
results. The decision regarding the number of samples to be used, segmentation, and 
accuracy expected are highly dependent on the desired task. For critical applications like 
healthcare, it is desired to have more samples with higher accuracy expectations as the 
decision based on the outcome may be crucial. For a non-critical application like text or 
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audio streaming, it may not be that crucial, and if the algorithm can provide expected 
output and reduces human efforts with time efficiency for CEI, it is acceptable for 
specific tasks. 

3.4 Experimental methods 

Experimentation is carried out for news feed as text data and music streaming as audio 
data to identify the contextual events using the proposed CEI-EDL method. For textual 
data, logical segments are sentences, and primary events can be words or sets of words in 
text data. In audio musical data, silence is used for the melodic segmentation, and the 
musical sequences of notes can be melodic events. The sample small duration time series 
data are represented to explain the implementation of the proposed method for simple 
tasks. Primary events and contextual information are associated with the task and the 
domain. For news feed, meaningful words or sets of words provide context and 
contextual events in words or sets of words based on the desired uncertainty. For music 
streaming, the musical notes or some sequence of notes provides meaningful musical 
context, and the contextually applicable events are discovered from the primary events 
considering computational music-related tasks. 

4 Newsfeed text data 

The majority of work related to text data mining uses machine learning and pattern 
recognition-based approaches for knowledge discovery. In systematic reviews by Usai  
et al. (2018) and Sirichanya and Kraisak (2021), the authors have presented various 
approaches used for data mining. An evolutive frequent pattern tree-based incremental 
knowledge discovery algorithm proposed by Liu (2022) provided improved results for 
online comments and news data. Associative rule-based approach of Al-Radaideh and  
Al-Khateeb (2015), context-based approach by Sonawane and Kulkarni (2016),  
multi-perspective machine learning approach by Khatavkar et al. (2019), agent mining 
with ontology by Grislin-Le Strugeon et al. (2021) integrated intelligent approaches 
involving machine learning by Tian et al. (2021) are typical approaches used for text data 
mining. The importance of text pre-processing in text mining and its impact on results is 
explored by Hickman et al. (2022). Modelling text data as time series is not a novel 
concept and it was explored by researchers in event identification based on Landau et al. 
(2009) and the LDA model on topic selection by Lee and Kim (2018). Recently a novel 
application to identify sarcasm in textual data is explored by Mehndiratta and Soni 
(2019). The facts in text data carry more significance when temporal information is added 
in it. For example, the terms ‘President’, ‘USA’ and ‘Bill Clinton’ will be more 
significant in an event when year scope ‘1993–2001’ is added to it by Ling and Weld 
(2010). Li et al. (2022) in their work has applied temporal data from text for climate 
prediction using deep neural network. 

For the newsfeed data, the time at which the news is generated and read will provide 
temporal information. The sequence in which the news is read will provide the context 
for the terms in the news article. The certainty of an event thus will change on revealing 
the context as time proceeds. Thus the aim of the experiments presented below is to 
calculate the certainty of the events in the news at a particular instance of time. 
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Text data are collected from the standard BBC news dataset (2006). The dataset 
consists of 2,225 news articles with five various categories, namely, business, 
entertainment, politics, sport or tech. An example article related to sports cricket is 
presented to explain the CEI-EDL method for identifying contextual events from the 
news article based on EDL and uncertainty of data. Table 1 presents the unique events 
identified with unigrams (UE), word count (WC), uncertainty (Un), and information gain 
(Ig) computed per event using the formulas mentioned earlier. Table 1 values are 
computed using the Entropy as 0.04106, computed from equation (2). 
Table 1 Events and Information Gain Computation for unigrams 

EventName UE WC Un Ig 
flintoff 1 20 0.1786 0.8213 
play 1 12 0.5071 0.4928 
fit 1 9 0.6303 0.3696 
# 9 6 0.7535 0.2464 
# 13 4 0.8357 0.1642 
# 1 3 0.8767 0.1232 
# 14 2 0.9178 0.0821 
# 141 1 0.9589 0.0410 

Note: # list of events 

Table 1 show that the event ‘Flintoff’ can identify the document with the highest 
information gain as 0.8213 and is a context-specific event in this document considering 
unigrams. The uncertainty of the events increases as the frequency of events in the 
document decreases. For events with frequency 1, the uncertainty is more. Thus, 141 
events are not providing any relevant information about this document. This approach is 
similar to the term frequency-inverse document frequency (TF-IDF) approach used by 
many researchers such as Li and Lin (2017) or Guo et al. (2019). The main difference 
here is the use of n-grams for the context of specific event identification, which relies on 
information gain associated with a combination of unigrams. 

Unique events identified with bigrams (entropy as 0.0351) and trigrams (entropy as 
0.03485) along with Un and Ig calculations are presented in Tables 2 and 3, respectively. 
Table 2 Events and information gain computation for bigrams 

Un Ig bigrams bigram frequency 
0.8595 0.1404 5 4 
0.9297 0.0702 3 2 
0.9648 0.0351 213 1 

The bigrams and trigrams provide the temporal info significant in the text data. The 5 
bigram events {michael, vaughan}, {fit, play}, {cape, town}, {defeat, cape}, {marcus, 
trescothick} having uncertainty 0.8595 represents the first row of Table 2. After 
considering the uncertainty associated, it can be concluded that these events have some 
association with the context of the document. Further, the computation for trigrams 
revealed results, as shown in Table 3. 
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Table 3 Events and Information Gain Computation for trigrams 

Un Ig trigrams trigram frequency 
0.9302 0.0697 1 2 
0.9651 0.0348 223 1 

The trigram event {defeat, cape, town} denotes the first row in Table 3, and the 
association with context is further reduced. Considering the uncertainty obtained in 
trigrams, it was not necessary to compute any n-grams beyond trigrams. A similar 
observation was observed in almost all documents of the dataset. Thus, we can conclude 
that possible essential events are likely to be identified using unigrams, bigrams, and max 
trigrams. Further, the association of the contextual events identified using the CEI-EDL 
method is computed and used to identify contextual events associated with the document. 

The contextual events identified were further tested with the existing  
human-annotated titles of the news articles, and it was observed that 63.4 % of words 
matched the existing titles. Thus, it can be concluded that the contextual events identified 
provide 63.4% accuracy for the BBC sports news standard dataset with 786 documents 
spread across five categories, namely football, cricket, tennis, athletics, and rugby. 

Figure 3 Comparison of CEI-EDL with LDA for BBC sports dataset 
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Theme or topic identification of the documents is a challenging AI problem. Latent 
Dirichlet allocation (LDA) is considered one of the successful approaches for topic 
identification in the document. It is an unsupervised machine learning approach and 
discovers topics using the linguistic model. The results of contextual events identified 
using the CEI-EDL method proposed are compared with the LDA approach for the 
standard BBC news dataset (2006), and the results are shown in Figure 3. The result 
shows an average improvement of 1.8 % over average LDA accuracy (61.6%). Further, it 
was observed that 24% bigrams and 7% trigrams obtained from documents contributed to 
CEI using the CEI-EDL approach and contributed to improved accuracy. 

5 Music stream audio data 

Time series modelling of music data is being used by researchers for many applications 
such as semantic music annotation by Coviello et al. (2010), motif identification by Rao 
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et al. (2014), classification by Sharma et al. (2021), music storage and retrieval by Si 
(2021), audio event classification by Hershey et al. (2021), video to music 
recommendation by Pretet et al. (2022). The music stream is modeled as time series data 
for outlier detection by Herskind Sejr et al. (2021) and proposed a need for closer 
interaction with domain experts and users. Music audio stream with one channel is 
single-dimensional time series data, whereas the sound recorded for two or more 
channels is multidimensional time-series data representing each channel recording. 
Multichannel recording can be converted to a mono channel with a one-dimensional data 
stream. Musical facets such as pitch, intensity, timbre, and rhythm are associated with the 
interpretation of music by humans. The mono channel music stream is used as an input 
for the experiments performed for the melodic event identification. Pitch information is 
the crucial component of the melody of the music. Exploratory learning is performed for 
the time-series data to identify associated pitch information present in the data stream. 
The pitch information represents the original data in the semantic information related to 
acoustics. These pitch values are associated with musical notes. This sequence of notes 
representing melody is a melodic representation of the music audio stream. The notes or 
specific sequence of notes is primary events for the melodic representation. 

Contextual events are identified in the query by the humming (QBH) application. In 
QBH, the user attempts to hum the song melody possible, such as yodelling or using 
consonant syllables like da-da or la-la to retrieve the required song from the music 
database. This content-based retrieval application needs to convert the humming melody 
to a possible note sequence to match the relevant match in the database. The note 
sequence representation required is at the broader level by ignoring the music 
ornamentation part, and the database of music is represented using melody at the broader 
level. 

The following example illustrates the proposed CEI-EDL method for discovering the 
contextual events, which are a sequence of prominent notes hummed for pattern matching 
in the database. The sample dataset of a few amateur and seasoned singers was used to 
hum specific songs and generate the melodic sequences. The experimentation was 
performed for 30 samples, and the resultant melodic sequence is compared with varying 
uncertainty to identify the range of uncertainty desired. Since a sequence of notes is 
essential, bigrams (2-note sequence) and trigrams (3 note sequence) are used as possible 
contextual events. Further, these prominent note patterns are compared with the song 
patterns stored in the database to identify the distance and predict the possible songs with 
ranking. The song patterns stored in the database for 500 songs are used for comparison 
(Music Dataset MER 500, 2020). The dataset is available on kaggle for the usage for 
researchers. The data set consists of songs from five emotional classes, namely 
devotional, sad, happy, romantic and party. The following example illustrates the 
processing of primary events to identify contextual events for the QBH task in music 
information retrieval. 

Primary events captured by the system in the form of the note sequence in the sample 
humming of one line of a song are represented in the form of note sequence as: 

C3 C3 C3 C3 B3 B3 B3 B4 C5 C5 C5 C5 C5 C5 C#5 C5 C5 C5 C5 C5 C5 A#4 A#4 G#4 
F4 F4 D4 

Tables 4, 5, and 6 represent the unigram, bigram, and trigram melody events provide the 
temporal info significant as total occurrences (O), a total number of events (E) identified 
along with their uncertainty computed respectively for the above sequence. 
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Table 4 Unigram melody events 

O E Ig Un Unigram events 
12 1 4.2265 –3.2265 C5 
4 1 1.4088 –0.4088 C3 
3 1 1.0566 –0.0566 B3 
2 2 0.7044 0.2955 A#4, F4 
1 4 0.3522 0.6477 B4,C#5,G#4, D4 

Table 5 Bigram melody events 

O E Ig Un Bigram events 
10 1 2.7195 –1.7195 C5 C5 
3 1 0.8158 0.1841 C3 C3 
2 3 0.5439 0.4560 B3 B3, A#4 A#4, F4 F4 
1 9 0.2719 0.7280  

Table 6 Trigram melody events 

O E Ig Un Trigram events 
8 1 1.9235 –0.9235 C5 C5 C5 
2 1 0.4808 0.5191 C3 C3 C3 
1 15 0.2404 0.7595  

The contextual events in the respective event column are marked in bold. These events 
represent the prominent sequences of events and help match the patterns in the databases. 
The events are further transformed into relative patterns based on reference notes for 
effective pattern matching. It can be easily observed that uncertainty increases with an 
increase in the n-grams, and the events with less uncertainty are contextual events to the 
QBH application. The overall cutoff for the average uncertainty makes unigram the first 
choice to identify the contextual event. The prominent temporal sequence representing 
the entire sequence in the compressed form is represented using unigram contextual 
events is C3 B3 C5 A#4 F4 in the example referred to. The contextual events with 
uncertainty, less than specific cutoff in bigrams and trigrams, are used to identify partial 
matching and ranking the songs in the order considering the matching. The choice of 
cutoff for the uncertainty is initially set with sample experimentation, and the data-driven 
exploratory learning approach helps it mature with a more significant number of queries 
and results obtained. 

The results are tested using the MRR (mean reciprocal rank) measure, which is used 
to determine the accuracy of the retrieval task using ranking (Velankar and Kulkarni, 
2018). The MRR is calculated in the following manner. For the specific humming 
queries, the intended song ranking was obtained after pattern matching comparison using 
contextual events. As a sample case for three queries, if the intended song appears at 
positions 1, 2, and 4, respectively, MRR is (1/1 +1/2 + 1/4) / 3, which is 0.5833. MRR 
varies in the range of 0 to 1, and the maximum the MRR, the better the retrieval. MRR 
values for 30 queries for 500 song database are computed using primary events and 
Contextual events identified. The MRR of 0.63 obtained using the CEI-EDL method 
provides better results with more accuracy than primary events with the MRR value of 
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0.59. The proposed method provides better results and is time-efficient as the number of 
patterns used for comparison, in the extensive databases of songs influences the time 
required. The CEI provides events with the most prominent patterns and is significantly 
less than primary events. The use of the n-grams with cutoff uncertainty values further 
improves the accuracy of the system. 

6 Conclusions and future scope 

The contextual event information obtained using the proposed CEI-EDL method 
represents the hidden knowledge, which is helpful in decision making. An EDL algorithm 
limits the uncertainty, which makes more precise and well-informed decisions. 
Depending on the application and decision support needed, one can use relevant 
contextual events. For example, N-gram selection is optimally made with the help of 
information gain. Furthermore, the contextual events identified in the time series data will 
be helpful for machine learning tasks such as classification, clustering, prediction, and 
recommendation. 

For the standard BBC news dataset (2006), the CEI-EDL method has the edge over 
the conventional LDA approach for contextual event discovery. The exploratory learning 
approach for identifying bigrams and trigrams based on the uncertainty model 
contributed to the improvement. The method tested for music streams for QBH 
application provided contextual events suitable for the full or partial match for  
content-based music retrieval. It is time-efficient compared to the use of primary events 
for the task with more accurate results using MRR as a comparing parameter for 
information retrieval. One can further improve outcomes by training the system with an 
existing human-annotated context. More training data and the incorporation of an 
incremental learning approach will make the algorithm more robust. The context-driven 
system proposed is extendable for various applications related to gaming, stock market 
analysis, healthcare data, network analysis, and other time series applications. It will 
enhance the existing expert systems with hidden knowledge discovery. Uncertainty 
integration in a restricted form could be a future plugin to various expert systems for 
enhanced decision-making capabilities. 
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