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Abstract: The proposed work discusses the results of a research project based 
on the recognition of correctly pronounced words and phrases by implementing 
a web platform implementing an acoustic training model. The acoustic training 
model is performed by a long short-term memory – LSTM – algorithm, able to 
recognise the speech disorder by assigning a score for each test type. The paper 
discusses the platform design and implementation. The tests are performed for 
different kind of exercises in rehabilitation patterns. The adopted approach is 
based on the formulation of acoustic model integrating a training dictionary of 
correct phonemes to pronounce. The platform enables a real time automatic 
score of the performed exercises and the test planning. The LSTM training 
dataset can be enriched by adding new exercise to learn. The output graphical 
dashboards enforce clinical evaluations and reporting. 
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1 Introduction 

Some problems of vowels pronunciation naturally depend on the specific aptitude of 
citizens to speak in different ways, so it is problematic to be able to speak in another 
language with the correct pronunciation (Ali, 2013; Hassan, 2014). The analysis of the 
correct pronunciation is a crucial aspect for different speech disorder pathologies such as 
stuttering being different the production of syllables: the phonetic configurations 
determining an increase in stuttering episodes are articulately especially for syllabic 
configurations, homorganic consonant connections, etc. (Balbo et al., 2012). The study of 
phonology therefore helps to solve various problems by defining specific sound patterns 
(Luo, 2014), which are characteristics of each language. In this direction, algorithms of 
interest are the automatic speech recognition (ASR) algorithms able to recognise a speech 
in a specific language (Forsberg, 2003). Such tools can be of considerable help, for the 
creation of a reference ‘vocabulary’ associated with a specific language (Forsberg, 2003). 
The creation of the reference vocabulary is the first step for the generation of a basic 
acoustic model which will be ‘enforced’ by means of the correct exercise formulation. 
One of the methods to characterise this variability of speech is the extraction of the 
cepstral coefficients that represent the spectral envelope of a speech signal frame (Salvi  
et al., 2011). In any case, the temporal analysis of the vocal signal represents an 
important element of the voice disorder analysis associated with the pronunciation of 
certain syllables (Galatà, 2013). Some researchers have classified the voice disorders 
such as (Omori, 2011): 

• vocal cord nodules 

• polypoid vocal cords (Reinke’s oedema) 

• vocal cord atrophy 

• sulcus vocalis 

• laryngeal granuloma 

• functional aphonia 
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• spasmodic dysphonia 

• dysphonia plicae ventricularis 

• hypotonic voice disorders 

• mutational voice disorders 

• essential tremor. 

The difficult to understand possible voice disorder causes can be correlated to other 
physical disorders: as example spasmodic dysphonia may depend on muscle problems 
(Revelo, 2009), thus increasing the difficulty to find a correct rehabilitation. The 
temporal and frequency analysis of the voice helps to understand also the health state of a 
patient (Dejonckere, 2010; Compagnucci et al., 2014). The long short-term memory 
(LSTM) and in general neural networks (Massaro et al., 2019), could be applied 
supporting the recognition of the words and phrases thus facilitating the creation and the 
improvement of the acoustic model. Recently, some researchers focused the attention on 
the use of deep learning convolutional neural network for the correct pronunciation of 
Arabic phonemes (Nazir et al., 2019) and for phonetic duration modelling (Wei et al., 
2019). In this direction, ASR, improving phonetic deep learning (Pipiras et al., 2019) and 
neural network architecture (Zhang et al., 2020), is an actual research issue. LSTM 
network are good candidate for automatic phoneme recognition (Zhang et al., 2016), and 
represents a flexible tool because can be adopted also for dialect speech recognition 
(Ying et al., 2019), and for the classification of different forms of stutters (Kourkounakis 
et al., 2020). The LSTM networks has been also adopted for the detection of Parkinson’s 
disease using subject’s voice samples (Rizvi et al., 2020), and for emotion recognition 
(Wang et al., 2020), and for the dialect identification (Ye et al., 2019), thus confirming 
the sensitivity of the approach to detect variable pronunciations. The integration of the 
intelligent algorithms in web-based platforms (Galiano et al., 2016) could facilitate the 
remote assistance (Massaro et al., 2020), and the improvements of the training models 
also by using big data repositories (Massaro et al., 2018a, 2018b). Following the topics of 
the state-of-the-art, the proposed paper discusses some research results of a web-based 
platform integrating approaches and methodologies suitable for voice disorder 
recognition. The paper is structured as follows: 

• is described the adopted acoustic model based on the adoption of the LSTM method, 
by describing the training and the testing processes for a rehabilitation exercise 

• is discussed the main specifications and the platform design by unified modelling 
language (UML) implementing use case diagram and class diagram describing the 
platform functions 

• is shown the layout of the frontend interface 

• is tested the platform by estimating the score for the pronunciations of different 
words. 



   

 

   

   
 

   

   

 

   

   330 A. Massaro et al.    
 

    
 
 

   

   
 

   

   

 

   

       
 

2 Model 

In Figure 1 is illustrated a preliminary flowchart of the model concerning creation of the 
experimental acoustic model describing the following main steps: 

1 The model training is performed to extract the features able to create the initial 
acoustic model; the acoustic model is enriched during the time by new words 
correctly pronounced constituting the model vocabulary. 

2 A first test (test 1) is executed, and the features are extracted and compared with 
correctly pronounced words and phrases present in the vocabulary. 

3 Case A: The LSTM algorithm recognises the words (recognition) by allowing to 
continue with a successive test (test 2). 

4 Case B: The test 1 is created to add more cases (new exercises correctly pronounced) 
into the enriched acoustic model (the vocabulary is enriched in order to perform 
other exercises including pronounces of phonemes). 

5 The platform provides as results graphical output about the patient exercises. 

In the proposed paper are discussed the design and the implementation of the platform 
based on the flowchart of Figure 1 able to recognise voice disorders: the voice features 
extraction is performed for the testing and for the training model, improving the acoustic 
model and the training dictionary, the acoustic model recognises errors or correctly 
pronounced words thus providing a scoring and enabling the possibility to perform in 
succession other tests. 

Figure 1 Basic algorithm of acoustic model used for speech disorder recognition implementing 
LSTM recognition approach (see online version for colours) 
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The platform, named ‘voice analysis’, implements the LSTM training and testing 
flowcharts indicated in Figure 2 and Figure 3, respectively: the training model is able to 
enrich the training dictionary of the acoustic model by initially adopting a basic 
dictionary of words correctly pronounced; the testing phase compares input words with 
the acoustic model data, and training data for the specific exercise to perform by 
checking the grammar. 

Figure 2 Workflow about the LSTM training phase (see online version for colours) 
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Figure 3 Workflow describing the testing phase (see online version for colours) 
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3 Voice analysis platform design 

3.1 Main platform specifications 

The preliminary speech recognition specifications are: 
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a speech detection and features extraction (features contained in the vocal signals that 
are important for the phonemes recognition in a word or in a sentence) 

b comparison of the extracted features with ones contained in a database (acoustic 
model able to identify the correct pronounced word) 

c training module creating the acoustic model 

d possibility of inserting new exercises for a vocal synthesis of pronunciation of the 
word or for the analysis of single phonemes or syllables 

e failure analyser (if the patient fails to correctly pronounce the written or listened text, 
the program signals it by assigning a low score to each pronounced word) 

f timing for the exercise pronunciation 

g possibility of setting pronunciation speed time 

h possibility to include graphical elements (Pirovano et al., 2016) to follow the 
exercises to execute (the platform shows graphical objects simulating the individual 
exercises as games). 

3.2 Spontaneous eloquium specifications 

The spontaneous eloquium exercise of the proposed platform, requires that the user 
speaks freely in the microphone observing in a text window the speech. The correctness 
or otherwise of the goodness of the pronunciation is given by the comparison with the 
words inserted in the ‘vocabulary’ (dictionary) of the acoustic model of the software. 

Below are examples of sounds that acoustic model uses for the comparison: 

• Ci-gi affricate phones 

• f-v fricative phones 

• m-n nasal phones 

• gn-gl nasal phone and liquid phone 

• k-g occlusive phones 

• t-d occlusive phones 

• p-b occlusive phones 

• s fricative sound 

• sc fricative phone 

• z affricate phone 

• L liquid phone 

• r vibrating phone. 
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3.3 UML design 

The above specifications of the ‘voice analysis’ platform are expressed by the UML 
diagrams. UML is a graphical language recently adopted for the design of healthcare 
platforms (Khalid et al., 2019; Variani et al., 2017). In Figure 4 is illustrated the UML 
case diagram indicating the following system actors: 

• patient connecting to the platform 

• registered user (enabling patients for particular platform accesses) 

• administrator (supervisor user enabling patient connection). 

Figure 4 Voice analysis platform: UML use case diagram 
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Patient n

Full exercise
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User data
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Adding images

Adding full  exercises

Administrator

 

Figure 4 shows that LSTM network works for model training and for exercise testing. 
Moreover, the platform could also integrate image processing functions able to recognise 
the patient and to read facial expressions. The prototype platform will learn by the LSTM 
training dataset constructed by initially implementing a correct vocal vocabulary model 
in Italian language (acoustic model of Figure 1). In the UML class diagram of Figure 5 
are listed all the implemented functions of the prototype platform where the main class is 
the phoneme recognition (fonema): all classes are linked to structure a full exercise 
including phrases, tongue twisters exercises, and complex words to pronounce. 

The users (patients) which are registered can participate to test exercises for: 

• word pronunciation 

• word position 

• graphic guided wizard exercise 

• phoneme group recognition (FonemaGruppo) 
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• tongue twisters exercise (Scioglilingua) 

• passage exercise (Brano) 

• incomplete word recognition (ParolaIncompleta). 

The training model is based on the LSTM approach which is a recurrent neural network 
(RNN) architecture (Bianchi et al., 2017) used in the field of deep learning. 

Figure 5 UML class diagram 

 

The recurring networks also provide connections backwards or towards the same level, 
that is, at each sequence step the cell receives in addition to the input x(t) also its output 
from the previous step y(t – 1). This allows the network to base its decisions on the past 
history (memory effect) or on all the elements of sequence and on their mutual position. 

A cell is a part of the recurring network that preserves an internal state h(t) for each 
instant of time, which depends on the input x(t) and the previous state h(t – 1). 

( )( ) ( 1), ( )h t f h t x t= −  (1) 

Cells have difficulty remembering the inputs of distant steps and therefore memory tends 
to fade. To solve this problem, more LSTM cells are used. 
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In LSTM, the state is divided into two vectors: 

h(t) is the short-term state 

c(t) is the long-term state. 

In the learning process (unfolding), the cell must consider what information to keep 
(forgot gate) of the past state c(t – 1) and what to extract and add (input gate) from the 
current input x(t). Instead, to calculate the output y(t), combine the current input (output 
gate) with the information extracted from long-term memory (Massaro et al., 2019). 

4 Platform development and testing 

The platform has been developed by adopting python and PHP scripts (webservice) for 
backend development and javascript and ajax call for frontend. Data are processed by a 
local processor (server machine). The used LSTM model is based sequence to sequence 
approach (seq2seq) which is a general-purpose encoder-decoder framework (Michael  
et al., 2019) for Tensorflow (Sanchez et al., 2020). In Figure 6 is illustrated the graphical 
user interface (GUI) of the prototypal platform of the main webpage (homepage).  
By means of the GUI, the registered user can access to the platform by executing  
the indicated exercises. By the webpage of Figure 6, it is possible to entry in the 
administration area, to select exercise by linking the patient, and to visualise the scoring 
and complete list of the available exercises. 

Figure 6 GUI of the ‘voice analysis’ platform (see online version for colours) 
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In Figure 7 is shown an example of the graphical interface of a full exercise selection 
concerning a word combination to pronounce: the window enables the selection of the 
word by filtering the initial letters and by showing the different possibilities. 

Figure 7 GUI of the ‘voice analysis’ platform: window selecting word (see online version  
for colours) 

 

Word selection (pronunciation exercise) 

Finding initial word letter
into the training dataset

Initial letter
selection

Exercise typology

(Full Exercise Menu)

 

Figure 8 Example of exercise scoring, (a) scoring of word ‘rana’ (b) scoring of word ‘tara’  
(see online version for colours) 

(a) Score of word ‘rana’ 
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(b) Score of word ‘tara’ 
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The ‘voice analysis’ system attributes a score for each pronounced word. In Figure 8 are 
related two scoring process of two different words: in the analysed case the first word 
‘rana’ is pronounced with a high score, besides the word ‘tara’ is characterised by a low 
score. Figure 8 represent the dashboard output of the platform supporting clinical 
evaluations. By improving the training dataset and by implementing different techniques, 
it is possible to achieve a word error rate (WER) of the order of 6% (Prabhavalkar et al., 
2017). 

The test outputs can be visualised by illustrating each score with a colour scale bar 
(see Figure 9), where the red colour indicates a critical word pronunciation: the colour 
supports the expertise to have in real time the trend of the scoring by supporting the 
choice of the next exercise to execute. The threshold values of a correct pronunciation 
can be set in function of the exercise complexity. 

Figure 9 Example of exercise scoring by adopting a colour scale bar (pronunciation of the word 
‘muro’) (see online version for colours) 

 Score of word ‘rana’

 

5 Conclusions 

The paper discusses some results of a project concerning the study and the development 
of a web platform for voice analysis rehabilitation based on the application of LSTM 
algorithm useful to recognise the correct vocal pronunciation by enriching the model and 
the vocabulary with new exercise during the time. The developed prototype ‘voice 
analysis’ platform provides a guided GUI for the execution of the user exercises and a 
graphical score. The paper is focused on the description of the adopted technologies by 
commenting the platform design. The LSTM algorithms can be potentially applied for 
other kinds of acoustic models of different languages. The discussed results enhance the 
possibility to realise a web-based backend and frontend system automatising the 
exercises to perform: the UML design and the block diagrams shows how are integrated 
the different platform functions and classes by explaining the recognition mechanisms. 
Future directions of the proposed results are in the automatic classification of voice 
disorders by taking into account dialectical cadences. The platform will be optimised in 
order to check the care evolution and to propose automatically new exercises in function 
of the scores acquired of each patient. In this way will be possible also to formulate, by 
means of a decision supporting system, a dynamic rehabilitation patterns thus optimising 
care process time. A further improvement could be achieved by applying vocal 
spectroscopy (Campanella et al., 2019; Song et al., 2017) and automated exercise by the 
web service. The innovative approach to use of the ‘remote and automated rehabilitation’ 
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provides a new concept of telemedicine based on the goal to optimise human resources 
and to increase patient security especially in pandemic periods. 
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