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Abstract: There is variation in similar things, whether natural or artificial. It is 
therefore in our best interest to estimate this variation. In this article, we 
suggest a Searls ratio type estimator for the main variable using the available 
information on the tri-mean and the third quartile of the auxiliary variable for 
an enhanced population variance estimation. The bias and mean squared error 
(MSE) of the proposed estimator are derived up to the first-degree 
approximation. The optimal value of the characterising scalar is obtained and, 
for this optimal value, the least MSE is achieved. The suggested estimator is 
compared with the competing estimators based on their MSEs, both 
theoretically and empirically. The calculation of biases and MSEs of  
suggested and competing estimators are accomplished by using R 
programming. The study’s outcome is evidenced in the least MSE of the 
proposed model compared to competing estimators used in the study for 
business decision making. 
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1 Introduction 

Population variance is one of the most important dispersion measures and plays a 
significant role in our day-to-day business decisions. The variation is natural and can be 
easily seen. The precise estimation of the parameters is also well established in the 
literature. It is beneficial for large populations to minimise errors and ultimately save 
time and money in planning and decision-making. Estimation is the need for rapid policy 
decision-making. Teplicka (2015) suggested that the proper use of variance analysis 
could be very beneficial to the management decisions of the company. In this work, 
Teplicka (2015) has shown that the analysis of variances is an excellent tool for assessing 
price variations for production factors in manufacturing products. Conine and McDonald 
(2017) worked on the application of variance analysis in financial planning and analysis 
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to organisations through their survey evidence study and made some recommendations to 
enhance organisations. Cohen and Pant (2018) suggested that the effective use of 
variance analysis is a powerful tool for any organisation to achieve its long-term 
objectives. Suppose there is a significant variance in the accounting system of the 
organisation. In that case, it needs to know the impact of the variation on the financial 
results and how this variance can be managed to achieve its objectives smoothly. 

The variance is primarily estimated by using the sample variance as a representative 
of the desirable properties of a good estimator. One of the significant drawbacks of this 
method is that the sampling variance could be fairly large. It is therefore necessary to 
search for an estimator with a sampling distribution that is closely dispersed around the 
variance of the population. Thus, the auxiliary information is required to fulfil this 
purpose. Auxiliary information is obtained from the auxiliary variable (X) having a high 
degree of correlation with the main variable (Y). The ratio estimators are being used for 
the elevated population variance 2( )yS  estimation when X and Y are having a high degree 
of positive correlation, and the regression line passes by origin. Product type estimators 
are used for enhanced estimation of 2

yS  when X and Y have a high degree of negative 
correlation, and regression line passes by origin. In either case, the regression type 
estimators are applied for an improved 2

yS  estimation of Y using the known X. 
Singh and Singh (2001) articulated a ratio-type estimator for an elevated 2

yS  
estimation using X. Later, Singh and Singh (2003) proposed an enhanced estimation of 

2
yS  through a regression approach in a double sampling regime. In addition, under the 

sub-sampling system, Jhajj et al. (2005) proposed an important family of chain estimators 
for the elevated estimation of 2.yS  Additionally, using auxiliary parameters, Shabbir and 
Gupta (2007) focused on improving variance estimation. Then, under the simple random 
sampling scheme, Kadilar and Cingi (2007) suggested some progress in variance 
estimation. Singh et al. (2008) suggested an almost unbiased ratio and a finite 2

yS  
estimator of the product type using kurtosis knowledge of X in the sample surveys. 

Grover (2010) described the correction note for the improved 2
yS  estimation using 

auxiliary parameters. A novel technique for 2
yS  estimation in simple random sampling 

using X was also given by Singh and Solanki (2012). On the other hand, a two-parameter 
elevated variance estimator using auxiliary parameters was proposed by Yadav and 
Kadilar (2014). Singh and Pal (2016) suggested an improved class of estimators of 2

yS  
using quartiles of X. Yadav et al. (2017) proposed an enhanced estimator of 2

yS  using the 
known tri-mean and interquartile range of the X. Recently, Yadav et al. (2019) proposed 
an elevated population variance estimator that utilises the known tri-mean and third 
quartile of the auxiliary variable. Gulzar et al. (2020) worked on an elevated population 
variance estimate using non-traditional auxiliary variable measures. Naz et al. (2020) 
used non-conventional dispersion measures of X, while having a high correlation with Y 
under consideration, and suggested ratio-type estimators of 2

yS  when outliers were 
present. Oghenekevwe et al. (2020) demonstrated the distribution effect of various groups 
of population variance estimators on efficiency using a known auxiliary variable under a 
simple random sampling scheme. Shahzad et al. (2021) worked on a new class of 
calibration variance estimators based on L moments. 
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This study is motivated by Searls (1964) and Yadav et al. (2019). In this study, we 
suggest a Searls type estimator for 2 ,yS  and apply a known population tri-mean and third 
quartile of X for improving 2

yS  estimation of Y. The sampling properties are bias and the 
mean squared error (MSE) is studied until the order one is approximated. The remainder 
of the paper was presented in different sections. Section 2 presents a review of the 
population variance estimators of the study variable using known auxiliary variable 
parameters. Section 3 describes the suggested estimators and their sampling properties up 
to the first order approximation. Section 4 explains the efficiency comparison of the 
introduced estimator with the competing estimators, along with the efficiency conditions 
of the proposed estimator over the competing estimators. The empirical analysis in which 
the biases and MSEs for the real natural population were measured is represented in 
Section 5. The results obtained from the numerical analysis findings are discussed in 
Section 6. Section 7 provides the conclusion concerning the study’s findings. 

2 Literature review 

In Table 1, with their biases and MSEs, some of the important estimators in the literature 
are shown. We define the following notations used throughout the manuscript, before 
giving various estimators of 2

yS  in Table 1. 

N population size 

n sample size 

f = n / N fraction of sampling 

Y main variable 

X secondary variable 

Y  population mean of Y 

X  population mean of X 

Sy population standard deviation of Y 

Sx population standard deviation of X 

ρ population correlation coefficient between Y and X 

Syx population covariance of Y and X 

Cy population coefficient of variation of Y 

Cx population coefficient of variation of X 

Qi population ith quartile of X 

Md population median of X 

β1 population coefficient of skewness of X 

β2 population coefficient of kurtosis of X 

Qr = Q3 – Q1 population quartile range of X 
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3 1

2d
Q QQ −=  population quartile deviation of X 

3 1

2a
Q QQ +=  population quartile average of X 

1 2 32
4

Q Q QTM + +=  population tri-mean of X. 

Table 1 Various estimators of 2 ,yS  their biases and MSEs 

S.N. Estimator Bias MSE 
1 

2 2
0

1

1 ( )
1

n

y i
i

t s y y
n =

= = −
−   

Sample variance 

--- 4
40( 1)yγS λ −  

2 2
2

2
x

r y
x

St s
s

 =   
  

Isaki (1983) 

2
40 22[( 1) ( 1)]yγS λ λ− − −  4

40 04

22

[( 1) ( 1)
2( 1)]

yγS λ λ
λ

− + −
− −

 

3 2
22

1 2
2

x
y

x

St s
s

 +=  + 

β
β

 

Upadhyaya and Singh 
(1999) 

2
1 1 40 22[ ( 1) ( 1)]yγS R R λ λ− − −  4 2

40 041

1 22

[( 1) ( 1)
2 ( 1)]

yγS λ R λ
R λ

− + −
− −

 

4 2
2

2 2
x x

y
x x

S Ct s
s C

+ =  + 
  

Kadilar and Cingi (2006) 

2
2 2 40

22

[ ( 1)
( 1)]

yγS R R λ
λ

−
− −

 
4 2

40 042

2 22

[( 1) ( 1)
2 ( 1)]

yγS λ R λ
R λ

− + −
− −

 

5 2
22

3 2
2

x x
y

x x

S Ct s
s C

 +=  + 

β
β

 

Kadilar and Cingi (2006) 

2
3 3 40

22

[ ( 1)
( 1)]

yγS R R λ
λ

−
− −

 
4 2

40 043

3 22

[( 1) ( 1)
2 ( 1)]

yγS λ R λ
R λ

− + −
− −

 

6 2
22

4 2
2

x x
y

x x

S Ct s
s C

 +=  + 

β
β

 

Kadilar and Cingi (2006) 

2
4 4 40

22

[ ( 1)
( 1)]

yγS R R λ
λ

−
− −

 
4 2

40 044

4 22

[( 1) ( 1)
2 ( 1)]

yγS λ R λ
R λ

− + −
− −

 

7 2
2

5 2
x d

y
x d

S Mt s
s M

+ =  + 
 

Subramani and 
Kumarpandiyan (2012a) 

2
5 5 40

22

[ ( 1)
( 1)]

yγS R R λ
λ

−
− −

 
4 2

40 045

5 22

[( 1) ( 1)
2 ( 1)]

yγS λ R λ
R λ

− + −
− −

 

8 2
12

6 2
1

x
y

x

S Qt s
s Q

 +=  + 
 

Subramani and 
Kumarpandiyan (2012b) 

2
6 6 40

22

[ ( 1)
( 1)]

yγS R R λ
λ

−
− −

 
4 2

40 046

6 22

[( 1) ( 1)
2 ( 1)]

yγS λ R λ
R λ

− + −
− −

 

9 2
32

7 2
3

x
y

x

S Qt s
s Q

 +=  + 
 

Subramani and 
Kumarpandiyan (2012b) 

2
7 7 40

22

[ ( 1)
( 1)]

yγS R R λ
λ

−
− −

 
4 2

40 047

7 22

[( 1) ( 1)
2 ( 1)]

yγS λ R λ
R λ

− + −
− −
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Table 1 Various estimators of 2 ,yS  their biases and MSEs (continued) 

S.N. Estimator Bias MSE 
10 2

2
8 2

x r
y

x r

S Qt s
s Q

 +=  + 
 

Subramani and 
Kumarpandiyan (2012b) 

2
8 8 40

22

[ ( 1)
( 1)]

yγS R R λ
λ

−
− −

 
4 2

40 048

8 22

[( 1) ( 1)
2 ( 1)]

yγS λ R λ
R λ

− + −
− −

 

11 2
2

9 2
x d

y
x d

S Qt s
s Q

 +=  + 
 

Subramani and 
Kumarpandiyan (2012b) 

2
9 9 40

22

[ ( 1)
( 1)]

yγS R R λ
λ

−
− −

 
4 2

40 049

9 22

[( 1) ( 1)
2 ( 1)]

yγS λ R λ
R λ

− + −
− −

 

12 2
2

10 2
x a

y
x a

S Qt s
s Q

 +=  + 
 

Subramani and 
Kumarpandiyan (2012b) 

2
10 10 40

22

[ ( 1)
( 1)]

yγS R R λ
λ

−
− −

 
4 2

40 0410

10 22

[( 1) ( 1)
2 ( 1)]

yγS λ R λ
R λ

− + −
− −

 

13 2
2

11 2
x x d

y
x x d

S C Mt s
s C M

+ =  + 
 

Subramani and 
Kumarpandiyan (2013) 

2
11 11 40

22

[ ( 1)
( 1)]

yγS R R λ
λ

−
− −

 
4 2

40 0411

11 22

[( 1) ( 1)
2 ( 1)]

yγS λ R λ
R λ

− + −
− −

 

14 2
32

12 2
3

x
y

x

S ρ Qt s
s ρ Q

 +=  + 
  

Khan and Shabbir (2013) 

2
12 12 40

22

[ ( 1)
( 1)]

yγS R R λ
λ

−
− −

 
4 2

40 0412

12 22

[( 1) ( 1)
2 ( 1)]

yγS λ R λ
R λ

− + −
− −

 

15 2
2

13 2

( )
( )

x a
y

x a

S TM Qt s
s TM Q

 + +=  + + 
 

Maqbool and Javaid (2017) 

2
13 13 40

22

[ ( 1)
( 1)]

yγS R R λ
λ

−
− −

 
4 2

40 0413

13 22

[( 1) ( 1)
2 ( 1)]

yγS λ R λ
R λ

− + −
− −

 

16 2
2

14 2
x x x

y
x x x

S C St s
s C S

+ =  + 
 

Khalil et al. (2018) 

2
14 14 40

22

[ ( 1)
( 1)]

yγS R R λ
λ

−
− −

 
4 2

40 0414

14 22

[( 1) ( 1)
2 ( 1)]

yγS λ R λ
R λ

− + −
− −

 

17 2
2

15 2
x x

y
x x

S C Xt s
s C X

 +=  + 
  

Khalil et al. (2018) 

2
15 15 40

22

[ ( 1)
( 1)]

yγS R R λ
λ

−
− −

 
4 2

40 0415

15 22

[( 1) ( 1)
2 ( 1)]

yγS λ R λ
R λ

− + −
− −

 

18 2
2

16 2
x x d

y
x x d

S C Mt s
s C M

+ =  + 
 

Khalil et al. (2018) 

2
16 16 40

22

[ ( 1)
( 1)]

yγS R R λ
λ

−
− −

 
4 2

40 0416

16 22

[( 1) ( 1)
2 ( 1)]

yγS λ R λ
R λ

− + −
− −

 

19 2
32

17 2
3

( )
( )

x
y

x

S TM Qt s
s TM Q

 + +=  + + 
 

Yadav et al. (2019) 

2
17 17 40

22

[ ( 1)
( 1)]

yγS R R λ
λ

−
− −

 
4 2

40 0417

17 22

[( 1) ( 1)
2 ( 1)]

yγS λ R λ
R λ

− + −
− −

 

In the general sense, the bias and the MSE of the various estimators in Table 1 may be 
expressed as 

( ) ( ) ( )2
40 221 1 , 1, 2, ..., 15i y i iB t γS R R λ λ i = − − − =   
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( ) ( ) ( ) ( )2
40 04 221 1 2 1 1, 2, ..., 15i iiMSE t γ λ R λ R λ i = − + − − − =   (1) 

where 

( ) ( )
/2 /2

20 02 1

1 (1 ), , , ,
1

N
r srs

rs rs i ir s
i

μ f nλ μ Y Y X X γ f
μ μ N n N=

−= = − − = =
−   

2 2 2 2
2

1 2 3 42 2 2 2
2 2 2

, , , ,x x x x x

x x x x x x x

S S S S CR R R R
S S C S C S C

= = = =
+ + + +

β
β β β

 

2 2 2 2 2

5 6 7 8 92 2 2 2 2
1 3

, , , , ,x x x x x

x d x x x r x d

S S S S SR R R R R
S M S Q S Q S Q S Q

= = = = =
+ + + + +

 

( )
2 2 2 2

10 11 12 132 2 2 2
3

, , , ,x x x x x

x a x x d x x a

S S C S ρ SR R R R
S Q S C M S ρ Q S TM Q

= = = =
+ + + + +

 

( )
2 2 2 2

14 15 16 172 2 2 2
3

, , , .x x x x

x x x x x x x d x

S S S SR R R R
S C S S C X S C M S TM Q

= = = =
+ + + + +

 

3 Proposed estimator 

This study is motivated by Searls (1964) who has shown that an improved estimator may 
be obtained by taking some constant multiple of sample mean as an estimator of Y  and 
this constant is obtained by minimising the MSE of the suggested estimator and Yadav  
et al. (2019), and to improve estimation, we suggest the following estimator as, 

( )
( )

2
32

2
3

x
p y

x

S TM Q
t κ s

s TM Q
 + +

=  + + 
 (2) 

where κ is a characterising scalar, which is so obtained that the MSE of tp is a least. 
To study the bias and MSE of the suggested estimator, we have some assumptions 

given as, 2 2
0(1 )y ys S ε= +  and 2 2

1(1 )x xs S ε= +  such that E(εi) = 0 for (i = 0, 1) and 
2 2

40 040 1( ) ( 1), ( ) ( 1),E ε γ λ E ε γ λ= − = −  E(ε0ε1) = γ(λ22 – 1). 
The proposed estimator in (2) may be expressed in terms of iε s′  as, 

( )( ) 12
0 17 11 1p yt κS e R e −= + +  

Expanding the term in above equation, simplifying and having the terms till the 
approximation of order one, we have, 

( )2 2 2
0 17 1 17 0 1 17 11p yt κS e R e R e e R e= + − − +  

Subtracting 2
yS  on both the sides of the above equation, we have, 

( )2 2 2 2 2
0 17 1 17 0 1 17 11p y y yt S κS e R e R e e R e S− = + − − + −  (3) 
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We take the expectation of (3) for the bias of the proposed estimator and obtain the bias 
by placing different expectation values as, 

( ) ( ) ( )2 2 2
04 17 2217 1 1 ( 1)p y yB t γκS R λ R λ S κ = − − − + −   (4) 

For the MSE of tp, we square equation (3), simplifying and get the MSE by taking 
expectation and putting values of various expectations as, 

( )
( ) ( ) ( )

( ) ( )

2 2 2
40 04174
2 2

17 22

1 3 2 1

2 2 1 ( 1)
p y

κ γ λ κ κ R γ λ
MSE t S

κ κ R γ λ κ

  − + − − =
 − − − + −  

 (5) 

The MSE of the suggested estimator is obtained for the optimum value of κ as, 

Aκ
B

=  (6) 

where 

( ) ( )2
04 17 22171 1 1A R γ λ R γ λ= + − − −  

and 

( ) ( ) ( )2
40 04 17 22171 1 3 1 4 1B γ λ R γ λ R γ λ= + − + − − −  

The least value of the MSE of tp, for the optimal value of κ in (6), is: 

( )
2

4
min 1p y

AMSE t S
B

 = − 
 

 (7) 

4 Efficiency comparison 

Under this section, tp is compared theoretically with the existing estimators in 
competition and the efficiency conditions over these competing estimators are obtained. 

The estimator tp performs better than the sample variance if, 

( ) ( ) ( ) ( )
2 2

2
0 min 40 401 1 0 or 1 1p y

A AV t MSE t S γ λ γ λ
B B

 − = − − − > + − < 
 

 (8) 

The proposed estimator performs better than Isaki (1983) estimator if, 

( ) ( ) ( ) ( ) ( ){ }

( ) ( ) ( ){ }

2
2

min 40 04 22

2

40 04 22

1 1 1 2 1 0

or 1 1 2 1 1

R p y
AMSE t MSE t S γ λ λ λ
B

A γ λ λ λ
B

 − = − − − + − − − > 
 

+ − + − − − <

 (9) 

The suggested estimator is better than the estimators in Table 1 under the conditions if, 
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( ) ( ) ( ) ( ) ( ){ }
2

2 2
min 40 04 221 1 1 2 1 0,

( 1, 2, ...,17)

i p y ii
AMSE t MSE t S γ λ R λ R λ
B

i

 − = − − − + − − − > 
 

=
 (10) 

5 Numerical study 

Under this section, the efficiency conditions of tp over other competing estimators are 
verified. For this reason, we considered the population given in Yadav et al. (2019). This 
data set from Murthy (1967) on page 228 was taken by Yadav et al. (2019) with fixed 
capital as X and the output of 80 factories as the Y. The biases and the MSEs of the 
introduced and the competing estimators have been numerically computed. Table 2 
presents the parameters of this population. 
Table 2 Parameters of the population in Yadav et al. (2019) 

04 40 22 1

3

80, 20, 51.8264, 11.2646, 0.9413, 18.3549, 0.3542,
8.4563, 0.7507, 2.8664, 2.2667, 2.2209, 5.1500,
16.975, 11.825, 5.9125, 11.0625, 9.318, 7.575

y y

x x

r d a m d

N n Y X ρ S C
S C λ λ λ Q
Q Q Q Q T M

= = = = = = =
= = = = = =
= = = = = =

 

Table 3 Bias, MSE of various estimators with the PRE of over the estimators in competition 

Estimator Bias MSE PRE 
Sample variance t0 0 5,393.89 271.57 
Isaki (1983) estimator tr 10.87 3,925.16 197.62 
Upadhyaya and Singh (1999) estimator t1 9.29 3,658.41 184.19 
Kadilar and Cingi (2006) estimator t2 10.44 3,850.16 193.84 
Kadilar and Cingi (2006) estimator t3 10.72 3,898.56 196.28 
Kadilar and Cingi (2006) estimator t4 8.81 3,580.83 180.28 
Subramani and Kumarpandiyan (2012a) estimator t5 –1.76 4,157.95 209.34 
Subramani and Kumarpandiyan (2012b) estimator t6 8.17 3,480.55 175.23 
Subramani and Kumarpandiyan (2012b) estimator t7 3.91 2,908.65 146.44 
Subramani and Kumarpandiyan (2012b) estimator t8 5.50 3,098.41 156.00 
Subramani and Kumarpandiyan (2012b) estimator t9 7.82 3,427.19 172.55 
Subramani and Kumarpandiyan (2012b) estimator t10 5.77 3,133.33 157.75 
Subramani and Kumarpandiyan (2013) estimator t11 –0.94 2,467.88 124.25 
Khan and Shabbir (2013) estimator t12 3.62 2,878.56 144.93 
Maqbool and Javaid (2017) estimator t13 3.03 2,820.06 141.98 
Khalil et al. (2018) estimator t14 –0.67 2,547.21 128.24 
Khalil et al. (2018) estimator t15 –0.99 2,450.18 123.36 
Khalil et al. (2018) estimator t16 –0.56 2,580.75 129.93 
Yadav et al. (2019) estimator t17 1.33 2,040.12 102.71 
Proposed estimator tp –5.90 1,986.22 100.00 
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The biases and MSEs of tp and the estimators in competition along with the percentage 
relative efficiency (PRE) of tp over competing estimators of 2

yS  using auxiliary 
information for the above population are presented in Table 3. 

The MSE of various estimators and the PRE of tp over the competing estimators are 
shown in Figures 1 and 2, respectively. 

Figure 1 MSE of various estimators (see online version for colours) 

 

Figure 2 PRE of proposed estimator over others (see online version for colours) 

 

6 Simulation study 

We have considered the parameter of the same natural population in the empirical 
analysis to produce a hypothetical population. The artificial population is simulated with 
its mean vector and variance-covariance matrix via bivariate normal distribution as: 

Means of [ , ] as [51.8264, 11.2646]Y X μ =  
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Variances and covariance of [Y, X] as 2 336.9024 146.1035
146.1035 71.5090

σ  
=  
 

 with correlation  

ρyx = 0.9413. 
Table 4 The PRE of proposed estimators over the estimators in competition 

Estimator PRE 
Sample variance t0 270.94 
Isaki (1983) estimator tr 198.02 
Upadhyaya and Singh (1999) estimator t1 184.35 
Kadilar and Cingi (2006) estimator t2 194.26 
Kadilar and Cingi (2006) estimator t3 196.79 
Kadilar and Cingi (2006) estimator t4 179.92 
Subramani and Kumarpandiyan (2012a) estimator t5 210.03 
Subramani and Kumarpandiyan (2012b) estimator t6 175.48 
Subramani and Kumarpandiyan (2012b) estimator t7 147.88 
Subramani and Kumarpandiyan (2012b) estimator t8 156.08 
Subramani and Kumarpandiyan (2012b) estimator t9 173.04 
Subramani and Kumarpandiyan (2012b) estimator t10 158.10 
Subramani and Kumarpandiyan (2013) estimator t11 124.63 
Khan and Shabbir (2013) estimator t12 145.18 
Maqbool and Javaid (2017) estimator t13 142.06 
Khalil et al. (2018) estimator t14 128.75 
Khalil et al. (2018) estimator t15 123.86 
Khalil et al. (2018) estimator t16 130.13 
Yadav et al. (2019) estimator t17 103.12 
Proposed estimator tp 100.00 

The following steps have been used for the simulation: 

a Bivariate normal distribution of X and Y of size N = 5,000 have been generated 
through these parameters using R Program. 

b The parameters have been computed for this simulated population of size N = 5,000. 

c A sample of size n = 20 has been selected from this simulated population. 

d Sample statistics that is the sample mean, sample variance, and the values of the 
suggested and competing estimators ti of population variance are calculated for this 
sample. 

e Steps c and d are repeated m = 50,000 times. 

f The MSE of every estimator ti is calculated through the formula, 

( ) ( )2

1

1 .
m

i ij i
j

MSE t t T
m =

= −  
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g The PRE of the suggested estimator tp over the competing estimators is given by, 

( ) ( )
( ) 100, 0, 1, ..., 17i

p
p

MSE tPRE t i
MSE t

= × =  

The PRE of the proposed estimator tp over the competing estimators for the simulated 
population are presented in Table 4. 

Figure 3 represents the PREs of the introduced estimator overt the competing 
estimators for the simulated population. 

Figure 3 PREs of tp over competing estimators (see online version for colours) 

 

7 Results and discussion 

From Table 3, it is established that the suggested estimator is having the smallest MSE 
among the competing estimators of the 2

yS  of the main variable under study. The MSEs 
of the competing estimators lie in the interval [2,040.12 5,393.89], while the MSE of the 
suggested estimator tp is 1,986.22. The PREs of the suggested estimators over the sample 
variance estimator is 271.57, whereas over the competing estimators, which make use of 
auxiliary information, ranges in interval [102.71 209.34]. Similar type of results are for 
the simulated population as well. Thus, we may observe that among the competing 
estimators that make use of along with the sample variance estimator, the estimator of 
Yadav et al. (2019) performs best, and the suggested estimator is better than Yadav et al. 
(2019) estimator of the population variance as it is having its MSE lesser than Yadav  
et al. (2019) for both the real and simulated populations. 

8 Conclusions 

In the study, we suggested an estimator for improved estimation of 2
yS  using Searls’ 

technique for a simple random sampling without replacement (SRSWOR) scheme. We 
evaluated the expressions derived for the bias and MSE of tp to the first degree 
approximation. The theoretical, as well as empirical comparison of tp, is carried out with 
the competing estimators of 2.yS  The computational algorithms have been developed for 
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the biases and the MSEs for the suggested, as well as competing estimators in the R 
programming language. These R codes have been used for the natural population given in 
Yadav et al. (2019) to calculate the numerical values of biases and MSEs of the proposed 
and competing estimators. The results confirmed that the proposed estimator has the least 
MSE among the mentioned competing estimators of 2.yS  We expect that the use of 
proposed estimator (tp) for enhance estimation of 2

yS  under a SRSWOR scheme will be 
beneficial in planning and making better business decisions. Thus, the purpose of 
searching for a more efficient estimator is accomplished by the study, and it may be 
applied in different areas of business decision making including life insurance, 
automobile, banking, marketing, and others. 
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