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Abstract: In the present study, dynamic versions of beta, which is the risk 
measure of investment instruments, have been employed to predict daily return 
of 30 random portfolios made of 154 stocks transacted in BIST ALL between 
dates 02.01.2003 and 29.08.2013. BIST 100 Index has been employed as the 
market portfolio. The predictions have been made with rolling regression and 
MGARCH methods. The performance of return predictions of dynamic betas 
has been compared to the performance of return predictions of traditional beta. 
Dynamic betas have been estimated with rolling regression, MGARCH 
DVECH, MGARCH DBEKK, MGARCH CCC and MGARCH DCC. In the 
study, it has been identified that the return prediction made with dynamic betas 
performed better than the predictions made with traditional beta. However, the 
return predictions made with CCC betas have been superior to other dynamic 
betas in terms of beating the performance of traditional beta. 
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1 Introduction 

The financial asset pricing model is widely used in practice. Its popularity comes from 
the simplicity of its application. One of the major criticisms of the traditional financial 
asset pricing model is that the risk premium, and thus the timing of the beta would 
change. Black et al. (1972) found that the constant term  was not stationary. Fama and 
MacBeth (1973) suggested that market risk premiums changed with time. Studies on time 
varying beta is fairly based on studies of Black (1972) and Merton (1980). The efficient 
portfolio brings maximum return against the minimum risk. Black (1972) states that each 
efficient portfolio is the weighted average of two basic portfolios. Also, the variance of 
this portfolio was supposed to be minimised. 

Merton (1980) suggests that the expected market risk premium is the multiplication of 
a constant risk aversion coefficient with market variance. Merton (1980) considered 
market risk premium as a function of market variance. Thus, the association between 
market risk premium and market variance was defined as reward to risk ratio and it was 
constant. 

 2r Yg σ   

Here,  – r is the risk premium; Y is the constant risk aversion coefficient and g(σ2) is the 
variance function. 

The investor has a constant risk aversion utility function. Thus, the reward to risk 
ratio must be constant and equal to the investor’s relative risk aversion (Merton, 1980). 
As the variance of the change of wealth must be greater than the dividend yield and 
return differences between alternative bond types with different maturities, the reward to 
risk ratio has been determined to be constant (Ng, 1991). Supporting this, Pratt (1964) 
had suggested that when local relative risk aversion was constant global relative risk 
aversion would be also constant. When the constant in the capital asset pricing model is 
significant, the time dependent conditional covariances would associate with expected 
returns of the asset as mentioned by Black (1972). 

Frankel’s (1982) empirical research null hypotheses were that the risk aversion 
coefficient was zero and there were not any risk premiums. The risk premium was also 
allowed to change over time. However, the null hypothesis could not be rejected 
(Frankel, 1982). 

Gibbons and Ferson (1985) are the first implementers of time varying betas. They 
developed the approach they created by considering a single risk premium asset pricing 
model to be a multi-risk premium model. According to the results of the tests, the return 
was consistent with a single risk premium that changed depending on time. Time varying 
conditional covariances have been developed by Ferson et al. (1987). They tested pricing 
models that allowed expected risk premiums and market betas change over time. It was 
suggested that the single index risk premium model would only be valid if risk premium 
changed with time. 

Ng (1991) developed an FVFM model that allows the ratio of the expected market 
risk premium to the market variance to change over time, with expected excess returns 
and risk. Bollerslev et al. (1988) calculated a GARCH process for bonds and stocks. 
Conditional variances are time-varying and have an important role in determining the 
time-varying risk premium. In the study, the betas varied with time and could be 
predicted depending on the time. De Santis and Gerard (1997) tested the CAPM model 
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using the GARCH parameter in a study of the world’s largest eight capital markets data. 
The evidence found supported the majority of the conditional CAPM price constraints. 
Allowing time variation in market risk improved the model’s results. According to 
Brooks (2002), conditional heteroscedastic models are the best when determining the 
risk. Fabozzi and Francis (1978) suggested that the beta coefficient is time dependent 
rather than static. Fabozzi and Francis (1978), Bollerslev et al. (1988), Bodurtha and 
Mark (1991) and Nelson (1991) calculated time varying betas by the time varying 
variance method. Gibbons and Ferson (1985), Keim and Stambaugh (1986), Campbell 
(1987) and Ferson et al. (1987) conducted studies where they examine models that allow 
returns vary over time (Ng, 1991). Harvey (1989) and Schwert and Seguin (1990) 
examined and tested time varying CAPM by GMM method and Glejser (1969) weighted 
least squares method respectively. They both rejected Sharpe-Lintner model. Schwert and 
Seguin (1990) suggested heteroscedasticity of monthly returns of stocks were closely 
associated with market and variance and beta was changing with time (Schwert and 
Seguin, 1990). Harvey (1989) conducted tests of CAPM that allowed conditional 
covariances to change. He found that high returns were associated with high covariances. 
According to Harvey (1989), the Sharpe-Lintner model is far from capturing the dynamic 
movements of the events. Bodurtha and Mark (1991) also concluded that time depending 
variation was strong. Similarly, Engle (2012) found strong evidence that betas changed 
with time. Brooks et al. (1998) used a variety of modelling techniques to calculate  
time-varying betas in their study. In their study with Australian industry portfolios’ 
returns between years 1974 and 1996, they used the techniques multivariate GARCH 
models, approach of Schwert and Sequin (1990) and Kalman filter techniques. Kalman 
filter displayed better results than the other techniques. Choudhry and Wu (2008) 
calculated the time-varying beta values of 20 stocks traded in the FTSE between January 
1989 and December 2003. Estimated conditional variances and conditional covariances 
for finding conditional betas are calculated by applying the multivariate GARCH 
methods and the Kalman filter. It was suggested that the Kalman filter performed better 
than the multivariate methods. 

In the present study, as a risk measure, performance comparison was made between 
the methods by estimating the return with time varying variations of betas. As a risk 
measure, we have estimated the return with dynamic variations of betas, and it has been 
found that one or more of the methods can provide a better return estimate than the 
traditional financial asset pricing model. 

Numerous studies conducted with different methods regarding time varying risk and 
risk premium point to time dependent variability. Although there are findings in the 
opposite direction, this suggestion has been put forward by many important studies. 

Dynamic betas have been calculated with two methods: rolling regression and multi 
variable GARCH methods. DVECH, diagonal BEKK (DBEKK), constant conditional 
correlation (CCC) and dynamic conditional correlation (DCC) methods were applied. 
Methods of Bodurtha and Mark (1991), Brooks et al. (1998) and Choudhry and Wu 
(2008) were applied for Turkish market. It has been found that dynamic methods perform 
better than static beta, and CCC method yields the lowest error among other dynamic 
methods when attempting to estimate the return with risk measure beta calculated on the 
relationship between market and portfolio. 
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2 Data and methodology 

The portfolio series are divided into two parts: the training section and the test section, in 
another saying, both in-sample and out-of-sample data. The aim of the study is 
comparing the performance of dynamic betas with the performance of traditional beta. 
Similar studies were conducted by Choudhry and Wu (2008), Brooks et al. (1998), 
Morelli (2003) and Bodurtha and Mark (1991). 

2.1 Data 

Data of the study consists of 30 return portfolios each of which is made up of  
15 stocks that were transacted in BIST (Istanbul Stock Exchange) between dates 
02.01.2003–29.08.2013. Transactions take place in two session during the working days. 
First session starts at 9.40 AM and closes 1.00 PM. Second session starts at 1.55 PM and 
closes at 6.05 PM. During the training and testing period, the market was stable except 
for the period of mortgage crisis. The decline in market starts with late 2007, hits the 
bottom in November 2008 and stays there until the end of first quarter of 2009. The 
market recovered in the end of the same year. More than half of the investors in Turkish 
markets are foreign. The stock returns in the studied portfolios are all equally weighted. It 
is suggested that beta calculation of a diversified portfolio is more certain than the beta 
calculation of one stock [Fama and French, (2004), p.31]. For this reason, it has been 
preferred to work with portfolios instead of individual stocks. As the financial balance 
models lean on perpetual time (Merton, 1973; Breeden, 1979), periodical aggregation 
bias is less in high frequency date. For the sake of big sample, test -statistics get close to 
asymptotic distribution [Gibbons and Ferson, (1985), p.225]. Thus, daily data was 
employed in the study. 

BIST 100 return has been the benchmark for the market return in the study for the 
above-mentioned period. Risk-free interest rate is the 3-month term deposit set by Central 
Bank of Turkish Republic. The stock returns in the portfolio have been calculated over 
the daily closing prices. In the study, corrected returns have been used. Return corrections 
have been done according to dividend distribution and splits. 

In order to conduct any performance comparison between return forecast 
performances of traditional CAPM and dynamic CAPM, the data has been split into two 
as training period and test period. The period between 02.01.2003–31.12.2011 is the 
training period, and the period between 02.01.2012–29.08.2013 is the test period. The 
parameters used in the test period have been calculated in the training period. 

2.2 Methodology 

The study’s aim is to compare forecast performances of dynamic betas and traditional 
beta. In order to calculate the traditional beta, least squares method will be applied. In 
traditional model,  coefficient is fixed for the period. 

   m ffi R RE R εR      

In dynamic approach, two main methods, rolling regression and multivariate GARCH 
have been applied. Rolling regression was applied with rolling windows of 30, 60, 120, 
240 and 360 days. Each day, the regression is renewed with the new day’s information. 
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Rolling regression method assumes that the investor updates beta each day. As in the 
traditional beta, rolling regressions are conducted by the least square method. 

   m ffi R RE R εR      

In the second main method,  is also calculated daily thus the daily return is forecast. In 
order to calculate the portfolio betas, conditional variance of the market and the 
conditional covariances between market and the portfolios have been calculated by 
MGARCH methods. 

Bali et al. (2017) stated that static beta is not useful but dynamic betas have 
significant positive relationship with future returns. In their work, expected return is 
defined as follows: 

    1 1 1t t titit mtE I I E Ir r     (1.1) 

The risk factor, conditional beta in equation (1.1) is calculated as follows: 

 
 

1
1

1

,it tmt
tit

tmt

Cov r Ir
I

Var Ir





  

The derivation of conditional beta is as defined: 

, 1 , 1 , 1 , 10 .i
i d f d i d i dR r σ u       (1.2) 

, 1 , 1 , 1 , 10 .m
md f d m d m dR r σ u       (1.3) 

2 2 2 2 2
, 1 0 1 2, 1 , , ,

i i i
d i d i d i d i d i dεE σ σ u σ            (1.4) 

2 2 2 2 2
0 1 1, 1 , 1 , , ,[ m i m

d m d m d m d m d m dE ε σ σ u σ        (1.5) 

  , 1 , 1 , 1 , 1, 1 , 1 .d im d im d i d m di d m dE σ ρ σ σε ε          (1.6) 

Ri,d+1 – rf,d+1 and Rm,d+1 – rf,d+1 denote the day d + 1 excess return on stock i and the market 
portfolio m over risk-free rate, respectively, and Ed denotes that the expectation operator 
conditional on day d information. 2

, 1i dσ  is the day-d expected conditional variance of 

stock i, 2
, 1m dσ   is the day-d expected conditional variance of the market, 2

, 1im dσ  is the  

day-d expected conditional covariance between Ri,d+1 – rf,d+1 and Rm,d+1 – rf,d+1. 
,

,
,

i d
i d

i d

ε
u

σ
  

and ,
,

,

m d
i m

m d

ε
u

σ
  are standadised residuals for stock i and the portfolio stock m 

respectively. ρim,d+1 is the day-d expected conditional correlation between Ri,d+1 – rf,d+1 and 
Rm,d+1 – rf,d+1. 

DCC beta is defined as the ratio of equation (1.6) to (1.5): 

, 1
, 1 2

, 1

.im dDCC
i d

m d

σ
BETA

σ





  
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Choudhry and Wu (2008) estimated the conditional betas by the method applied by 
Bollerslev et al. (1988). They used DVECH and BEKK methods when calculating the 
conditional variance and conditional covariances. Engle (2012) applied DCC method 
when calculating the conditional series. 

The expected conditional return according to conditional capm is 

    1 1 1t t titit mtE I I E Ir r     

The beta risk factor in calculation of expected conditional return is; 

 
 

1
1

1

,
.

it tmt
tit

tmt

Cov r Ir
I

Var Ir





  

Here, conditional covariance, Cov(rit, rmt | It–1) and conditional variance, Var(rmt | It–1) 
series will be made by MGARCH methods. it, is the beta value of portfolio i at time t. 
Beta is obtained by dividing the conditional covariance between portfolio and market 
portfolio to market variance. The slope coefficient in the conditional regression of 
portfolio return on market return is conditioned information at time t – 1 [Lee and Lee, 
(2006), p.378]. 

As well as in the studies mentioned above, also in this study, conditional betas were 
calculated by dividing conditional covariances between portfolio and market returns to 
market variance. The estimated betas were used in forecasting the portfolio return. In the 
study, conditional variance and conditional covariances were calculated by MGARCH 
method. The applied MGARCH methods DVECH method, DBEKK method, CCC 
method and DCC method. The methods are chosen for their being widely accepted 
MGARCH methods. 

Data is divided into two as training period and test period. The period between 
02.01.2003–31.12.2011 is the training period, data between 02.01.2012–29.08.2013 is the 
test period. In static model, as mentioned before, least squares method has been applied. 
Returns in the test period were estimated by using the beta obtained in the training period. 

Rolling regression method has been applied by windows of 30 days, 60 days,  
120 days, 240 days and 360 days. For example, in 30 days window, first 30 days of 
portfolio samples are put in the regression data, thus the betas of the 30th day are 
estimated. The beta value of the 31st day is estimated with the data between 2nd day and 
31st day. In order to estimate each new day’s beta, regression data is rolled one day 
further. 

In MGARCH dynamic models, betas in the testing period were estimated. The 
parameters of conditional variance and conditional covariances obtained in the training 
period were used in estimating the conditional variances and conditional covariances in 
the test period. Thus, the estimated covariances and variances lead to the estimation of 
dynamic betas. In both traditional and dynamic methods, return estimates in both training 
and test periods were found by multiplication of market return with estimated betas. 
Conditional variances and conditional covariances were calculated by MGARCH 
methods. 

In traditional model, the return is estimated as below 

   it mtR Er r   
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In rolling regression model, return is estimated as below 

   1 mt fttit R RE R     

In MGARCH dynamic method, the return is estimated as below 

   1 1 .t titit mtE I I Er r    

In order to identify whether the dynamic models produce better results than traditional 
CAPM, root mean squares error (RMSE), mean absolute error (MAE), mean absolute 
percentage error (MAPE) methods were applied. MSE (Brooks et al., 1998; Avramov; 
2002; Cao et al., 2005; Choudhry and Wu, 2008; Guo, 2006), MAE (Cao et al., 2005; 
Choudhry and Wu, 2008; Guo, 2006) and MAPE were largely used in literature in order 
to compare performances between methods. 

Ri, realised return, ei, difference between estimated return and realised return 

2
ie

RMSE
N

 
 

ie
MAE

N
   

.

i

i

e

R
MAPE

N



 

3 Findings and results 

In this section, market variance and the covariances between market and portfolios have 
been estimated. Return has been predicted from risk. Dynamic variations of capital aaset 
pricing models have been applied. It was thought that dynamic betas would produce 
better results than static betas would do due to its updating facility. Thus, this expectation 
was tested by various methods. 

The results of study which are given in Table 1 shows that the portfolios are 
stationary at level. T statistic values are minus. 

3.1 Results of static CAPM application 

The beta coefficients of static capm are presented in Table 2. The coefficients are in the 
range of 0.67 and 0.78. Those are low risk profile portfolios. The error term 
autocorrelations were identified by Breusch-Godfrey test. According to test results, 
except for P7 and P11, the error terms of the portfolios’ regression showed 
autocorrelation. This led us to the idea of searching a better return estimation method. 
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Table 1 Stationarity test results 

Portfolios T (p) AIC Lag 

PM –12.55039 0.0000 –5.053099 12 

P1 –10.63137 0.0000 –5.2494 13 

P2 –10.2776 0.0000 –5.432206 13 

P3 –11.75356 0.0000 –5.271682 12 

P4 –11.4249 0.0000 –5.257071 12 

P5 –10.83302 0.0000 –5.255229 13 

P6 –10.42074 0.0000 –5.351161 13 

P7 –11.44649 0.0000 –5.412086 12 

P8 –11.02172 0.0000 –5.2240 12 

P9 –10.51166 0.0000 –5.289781 13 

P10 –11.879 0.0000 –5.21005 12 

P11 –11.45923 0.0000 –5.333882 12 

P12 –10.33352 0.0000 –5.263811 13 

P13 –11.10925 0.0000 –5.31522 13 

P14 –10.45648 0.0000 –5.379704 13 

P15 –10.96558 0.0000 –5.310039 12 

P16 –10.42856 0.0000 –5.26429 13 

P17 –10.31234 0.0000 –5.331718 13 

P18 –10.45948 0.0000 –5.387843 13 

P19 –11.47682 0.0000 –5.287722 12 

P20 –10.83184 0.0000 –5.367565 12 

P21 –10.72492 0.0000 –5.368818 13 

P22 –10.56998 0.0000 –5.270433 13 

P23 –10.55521 0.0000 –5.331981 13 

P24 –11.24838 0.0000 –5.277459 12 

P25 –10.91612 0.0000 –5.433542 13 

P26 –11.03687 0.0000 –5.180166 12 

P27 –10.18465 0.0000 –5.186409 13 

P28 –9.981622 0.0000 –5.278047 13 

P29 –13.71696 0.0000 –5.382725 9 

P30 –13.47821 0.0000 –5.253503 9 

Note: Series are stationary at p < 0.0001. 

As seen in Table 2,  coefficients were meaningful. However,  coefficients were not 
found meaningful. 
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Table 2 Traditional beta coefficients of the portfolios  

Traditional beta coefficients of the portfolios Breusch-Godfrey test results  

 coefficient T values P 

 

X2 (N × R2) p 

P1 0.7019 57.2594 0.0000  50.0763 0.0002 

P2 0.6715 63.9634 0.0000  58.3718 0.0000 

P3 0.7129 60.5747 0.0000  42.2176 0.0026 

P4 0.7674 74.8668 0.0000  55.9090 0.0000 

P5 0.7508 69.3045 0.0000  40.4113 0.0044 

P6 0.7054 66.1342 0.0000  40.7169 0.0040 

P7 0.7163 78.2568 0.0000  29.8179 0.0729 

P8 0.7167 58.4954 0.0000  46.6198 0.0007 

P9 0.7092 61.6896 0.0000  38.4952 0.0077 

P10 0.7895 76.3330 0.0000  24.2603 0.2312 

P11 0.7270 71.9688 0.0000  34.5861 0.0224 

P12 0.7851 83.6479 0.0000  55.2594 0.0000 

P13 0.7084 64.7814 0.0000  44.4272 0.0013 

P14 0.6825 62.8285 0.0000  40.7147 0.0041 

P15 0.7484 75.4848 0.0000  47.1458 0.0006 

P16 0.6955 56.8573 0.0000  47.3715 0.0005 

P17 0.7077 64.9578 0.0000  58.6157 0.0000 

P18 0.6721 60.7884 0.0000  44.7369 0.0012 

P19 0.7326 67.3676 0.0000  50.7837 0.0002 

P20 0.7083 68.2215 0.0000  54.2255 0.0001 

P21 0.7330 77.3091 0.0000  44.0754 0.0015 

P22 0.7239 63.7479 0.0000  49.5372 0.0003 

P23 0.7142 66.9126 0.0000  50.1216 0.0002 

P24 0.7450 70.1105 0.0000  58.0954 0.0000 

P25 0.6912 70.9891 0.0000  41.1439 0.0036 

P26 0.7945 74.9411 0.0000  39.9081 0.0051 

P27 0.7398 59.9720 0.0000  56.0254 0.0000 

P28 0.7060 60.3434 0.0000  50.1213 0.0002 

P29 0.6894 65.6629 0.0000  39.9904 0.0050 

P30 0.7841 80.1420 0.0000  38.0304 0.0088 

3.2 Results of rolling regression 

Rolling regression is the updating of linear regression with each information that arrives 
each new day in windows of last 30, 60, 120, 240 and 360 days. Rolling regression 
method is based on presumption that the investor updates beta. Rolling regression is 
realised by least squares method as in the classical method. 

   m ffi R RE R εR      
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Return prediction formula is as given below 

   1 .mt fttit R RE R     

The best results were obtained from 120 days rolling regression window. Time varying 
betas estimated with 120 daily window rolling regression method are presented in  
Annex 5. 

3.3 MGARCH beta results 

Beta calculated on MGARCH is of dynamic quality. The method updates the estimations 
and does re-modelling with new information. 

We can formulise the estimation as below: 

it it fr R R   

mt mt fr R R   

    1 1 1t t tiit mtE ψ ψ E ψr r     

 
 

1
1

1

,it tmt
tit

tmt

Cov R ψR
ψ

Var ψR





  

Rf is the risk-free rate, rit is the excess return of the portfolio. rmt is the excess market 
return. ψt–1, is the market information which is thought to affect the market at time t.  
(|ψt–1), is the expectation conditioned on information at t – 1. Conditional model is the 
change of the risk premium according to three components depending on time. The three 
components of the conditional model are conditional variance of market portfolio, the 
conditional covariance between stock and the market and the market risk premium 
(Morelli, 2003). Expected return is calculated as 

  t mtitE rr    

In dynamic models, error terms that were obtained from portfolios’ autoregressive 
processes have been used instead of portfolio returns. Because the portfolios’ returns 
follow an autoregressive process rather than displaying white noise. The portfolios’ 
returns were found to be significantly correlated with their first, sixth, tenth and 13th 
lags. 

DVECH method did not produce parameters for the conditional variance and 
conditional covariance for the approach of iteration due to nonlinear form of the model, 
log-likelihood of the DVECH equation is maximised through iteration (Oztek, 2013). The 
estimation produced parameters only for the 20th portfolio. The other portfolios could not 
produce parameters that maximised the log-likelihood. According to DVECH method, 
being h11 the conditional variance of the 20th portfolio, h22 the conditional variance of the 
market portfolio and h12 being the conditional covariace between the first portfolio and 
market portfolio, 

2
11, 1 11 11 11, 11, 1t tth c a ε b h     

12, 2 12 1, 1 2, 1 12 12, 1t t t th c a ε ε b h      
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2
22, 3 22 22 22, 12, 1t tth c a ε b h     

When we write the equations of those at time t, putting the parameters in place, we will 
obtain the following: 

2
11, 11, 11, 10.0000281 0.168487 0.726668t tth ε h     

12, 1, 1 2, 1 12, 10.0000231 0.125635 0.774735t t t th ε ε h      

2
22, 22, 12, 10.0000252 0.101266 0.826654t tth ε h     

The parameters are presented in Annex 1. 
In the application of DBEKK method, the maximisation could not be reached in the 

estimation of the covariance between P6 and PM. Being h11 the conditional variance of 
the first portfolio, h22 the conditional variance of the market portfolio and h12 being the 
conditional covariance between the first portfolio and market portfolio, we may display 
the equations as follows: 

2 2 2 3
11, 11, 111 11 1, 1 22t tth c a ε b h     

2 2 2 2 2
22, 22, 111 22 22 2, 1 22t tth c c a ε b h      

12, 11 21 11 22 1, 1 2, 1 11 22 22, 1t t t th c c a a ε ε b b h      

When we write the equations of those at time t, putting the parameters in place, we will 
obtain the following: 

2 2 2 2
11, 11, 11, 1(0.0000275) (0.353511) (0.879728)t tth hε     

2 2 2 2 2
22, 22, 12, 1(0.0000173) (0.000017) (0.258158) (0.93944)t tth hε      

12, 1, 1 2, 1

12, 1

(0.0000275)(0.0000173) (0.353511)(0.258158)

(0.879728)(0.93944)
t t t

t

h ε ε

h
 



 


 

The parameters of portfolios according to DBEKK method are presented in Annex 2. The 
conditional betas according to DBEKK method are presented in Annex 6. The first 2,247 
observation belong to the training period and the subsequent observations belong to the 
test period. 

According to CCC method estimation, conditional betas are presented in Annex 7. 
The first 2,247 observations belong to the training period and the subsequent 
observations belong to the test period. Parameters of CCC method are given in Annex 3. 

In the application of CCC method, the maximisation could not be reached in the 
estimation of the covariance between P24 and PM. Being h11 the conditional variance of 
the first portfolio, h22 the conditional variance of the market portfolio and h12 being the 
conditional covariance between the first portfolio and market portfolio, we may display 
the equations as follows: 

11, 1 1 1 11, 11, 1
2

t p p ttεh ω h      

2
22, 22, 12, 1t pm pm pm tt hεh ω      
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 1/2
12, 12 11, 22,t t th ρ h h  

When we write the equations of those at time t, putting the parameters in place, we will 
obtain the following: 

2
11, 11, 11, 10.0000298 0.127542 0.764919t tth ε h     

2
22, 22, 12, 10.0000205 0.074243 0.865517t tth ε h     

12, 11, 22,0.737358t t th h h  

As the CCC method has been the best performing method among the methods applied in 
the study, return estimations calculated by this method were presented as graphics (see 
Annex 8). 

The parameters obtained in DCC method are presented in Annex 4. The parameters of 
30 portfolios estimated by DCC method are constant (ω), coefficient of error terms () 
and the effect of the previous variance (). 

According to the DCC method, the conditional variance of the first portfolio (P1), 
conditional variance of the market portfolio and the conditional covariance between those 
two are denominated with h11, h22 and h12, respectively. 

2
11, 1 1 1, 11, 1t p p tth ω ε      

2
22, , 12, 1t pm pm pm tth ω ε      

When we write the equations of those at time t, putting the parameters in place, we will 
obtain the following: 

2
11, 11, 11, 10.0000187 0.163837 0.78421t tth ε h     

2
22, 22, 12, 10.0000152 0.106041 0.855014t tth ε h     

12, 11, 22,t t t th R h h  

     1/2 1/2
t tt tR Diag Q DiagQ Q

 
  

1 2 1 1 1 2 1(1 )t t t tQ λ λ Q λ v v λ Q        

1 1 1(1 0.033548 0.928764)0.727555 0.033548 0.928764t t t tQ v v Q        

Conditional variance and conditional covariance parameters estimated by DCC method 
are presented in Annex 4. Conditional betas according to DCC estimation method are 
presented in Annex 9. The first 2,247 observation belong to the training period and the 
subsequent observations belong to the test period. 

3.4 Performance comparison between traditional and dynamic CAPM 

The performances have been compared by RMSE, MAE and MAPE methods. The results 
are presented in Table 3–Table 8. In sample and out of sample comparisons were made 
separately. 
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Table 3 In sample performance comparison according to RMSE 
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Table 4 Out-of-sample performance comparison according to RMSE 
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Table 5 In sample performance comparison according to MAE 
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Table 6 Out-of-sample performance comparison according to MAE 
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Table 7 In sample performance comparison according to MAPE 
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Table 8 Out of sample performance comparison according to MAPE 
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3.4.1 In sample and out-of-sample performance comparison according to RMSE 

According to RMSE comparison method results, DBEKK, CCC and DCC performed 
better than traditional method in sample. In comparison to traditional method, DBEKK 
method performed better except for P18 and P20. Similarly, CCC method performed 
better in all portfolios except for P15. DCC method also performed better than the 
traditional method except for P18, P25 and P26. In sample, 30 days window rolling 
regression method could not beat the traditional method in any of the portfolios. 60 days 
window rolling regression method performed better than the traditional in P5, P19 and 
P30. 120 days window rolling regression method produced better results than the 
traditional method in P14, P19, P24, P25 and P30. The 240 days window rolling method 
produced better results than the traditional method in P4 and P30. 360 days window 
rolling regression produced better results in P4, P9, P13, P14, P24 and P30. In sample, 
DBEKK, CCC and DCC methods produced approximate results according to RMSE 
method. 

Out-of-sample, DBEKK performed better than traditional method in P12, P13, P16, 
P26 and P27 according to RMSE. CCC produced lower errors in portfolios other than P2, 
P14 and P15. DCC method produced lower root mean squared errors compared to 
traditional method in P12, P13, P24, P27, and P29. According to RMSE, out of sample, 
30 days window rolling regression method performed poor compared to traditional 
method out-of-sample. 60 days, 120 days, 240 days and 360 days window rolling 
regression produced better results in P26; P8, P10, P12, P15, P26; P8, P15, P26; P15 and 
P26, respectively. CCC method produced best results out of sample according to RMSE. 

3.4.2 In sample and out-of-sample performance comparison according to MAE 

In sample, according to MAE, betas calculated by DBEKK, CCC and DCC methods 
produced better results than traditional method in portfolios other than P20 and P26; P26; 
P25 and P26, respectively. 30 days window rolling regression method did not produce 
better results than the traditional method in any of the portfolios. 60 days window rolling 
regression performed better in portfolios other than P6, P9, P11, P13, P14, P17, P20, P23, 
P25 and P26 in sample. 120 days window rolling regression method produced lower 
MAEs than traditional method in portfolios except for P5. In sample, rolling regression 
method of both 240 and 360 days performed better than the traditional method in all 
portfolios. 

Out of sample, only CCC method could perform better than the traditional method in 
all portfolios. DBEKK method produced better results than the traditional method in 
portfolios other than P4, P5, P6, P19, P20 and P25. DCC method became more successful 
out-of-sample in portfolios except for P1, P3, P10, P12, P15, P17, P24, P27 and P29.  
30 days rolling regression method produced better results than the traditional in P1, P3, 
P7, P8, P10, P12, P15, P17, P22, P24, P26, P28 and P30. 60 days rolling regression 
method also performed better in the same portfolios as 30 days window. However,  
60 days window also succeeded in portfolios P2, P9, P11, P21, P23 and P29. 120 days 
window rolling regression method produced lower MAEs except for P4, P5, P18, P19 
and P25. In rolling regression method, until 120 days, the performance increased 
gradually as the number of days increased. Performance decreased in 240 days window. 
This window could not beat the traditional method in portfolios P4, P5, P6, P18, P19,  
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P20, P21, P23 and P25. In 360 days rolling regression method, performance decreased 
further and displayed better results than the traditional method only in P1, P2, P3, P7, P8, 
P10, P12, P15, P22, P24, P26 and P27 out of sample. CCC method performed better than 
other methods in P3, P4, P5, P6, P13, P16, P17, P18, P19, P20 and P25. Against this, 120 
days window rolling regression method produced better results than other methods in 
P12, P28 and P30, out of sample. In other portfolios, CCC, 60 days and 120 days window 
rolling regression methods produced approximate MAEs. To sum up, CCC method 
estimated returns more successfully than other methods according to both RMSE 
comparison and MAE comparison. 

3.4.3 In sample and out-of-sample performance comparison according to 
MAPE 

In sample, according to MAPE, CCC produced better results in all portfolios other than 
P24, for which it did not produce parameters. Similarly, DBEKK produced better results 
than the traditional method except for P2 and P6 for which it did not produce any 
parameter. 

DCC method produced better results in all portfolios other than P2 and P25 than the 
traditional method in sample. 30 days and 60 days window rolling regression methods 
produced better results than the traditional method except for P2, P3 and P10; P2, P3, P10 
and P25, respectively. 120 days window rolling regression method could not outperform 
the traditional method in P2, P3, P5 and P10. 240 days and 360 days window rolling 
regression methods have been proved to be better than the traditional method in all 
portfolios in the study. 

Out-of-sample, CCC produced lower mean percentage errors than the traditional 
method in all portfolios except for P24, for which it could not produce parameters. On the 
other hand, DBEKK produced lower errors in the current study’s portfolios except for 
P18 and P6, for which it could not produce parameters. DCC method has been less 
successful compared to CCC and DBEKK out-of-sample. It performed better than the 
traditional method in P1, P3, P4, P7, P10, P12, P13, P15, P17, P21, P24 and the last three 
portfolios. 30 days window rolling regression method produced better results than the 
traditional method in P10 and P18 out-of-sample, 60 days rolling window produced 
lower errors in all portfolios except for P18. Similarly, 120 days and 240 days window 
rolling regressions could not outperform traditional method in P18 and P23. 240 days 
window rolling regression method did not produce better results for P11 and P13 either. 
360 days window rolling regression method performed worse than other methods. This 
method outperformed the traditional method only in P4, P11, P13, P18, P19, P22, P23 
and P28. 

DVECH method, which produced meaningful parameters only in P20, did not 
perform better than the traditional method. It produced root mean squared errors of 
0.0094 and 0.0201, in-sample and out-of-sample, respectively. In sample, a MAE of 
0.0068 and a mean percentage error of 3.0569 were calculated respectively. Out-of-
sample, the MAE and mean percentage error are 0.0087 and 4.3126, respectively. Those 
results indicate that DVECH produced better results than traditional method when 
compared out-of-sample. 
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4 Discussion 

Time varying betas’ return predictions proved to better than traditional method. The 
results of the study are consistent with Harvey (1989) who concluded that higher returns 
were associated with higher covariances and the traditional method is not able to capture 
the returns’ dynamic movements. The study results are also consistent with the results of 
Bodurtha and Mark (1991) suggesting that time varying variation is strong. The findings 
are in line with Engle (2012) who suggested that DCC produced better results than the 
traditional method. Godeiro (2013) who suggested that beta was time dependent and 
Bollerslev et al. (1988) supported our evidences. 

In current study, the performance of the time dependent betas outperformed the 
performance of static betas. According to RMSE comparison method, DBEKK, CCC and 
DCC methods predicted returns better in sample than the static method did. In sample, 
120 days window rolling regression produced better results than other day windows. Out 
of sample, both MGARCH and rolling regression betas produced better results than static 
betas. However, the errors produced by CCC method are smaller than the errors produced 
by other MGARCH methods. According to MAE method, all dynamic betas except for 
the ones calculated by 30 days and 60 days window rolling regression method produced 
better results than traditional method in sample. Out of sample, CCC method performed 
better than static method in some portfolios where other dynamic methods did not. 
According to MAPE method, in sample, MGARCH methods and rolling regression 
method except for 30 days and 60 days windows displayed approximate performances 
against traditional method. Out of sample, CCC, DBEKK and rolling regression methods 
except for 360 days window displayed approximate success against traditional method. 

In the study, risk has been studied through the time varying variations of capital asset 
pricing model. The first and second dynamic estimations have been with rolling 
regression and MGARCH methods, respectively. DVECH, DBEKK, CCC and DCC 
methods have been applied. While DVECH and DBEKK estimates the covariance 
directly, CCC and DCC methods do the estimation indirectly. Although it seems that 
DVECH and DBEKK methods are superior as those calculate the covariances directly, 
those methods have a disadvantage of parameter and operation abundance. Another 
disadvantage of DVECH model against DBEKK model is that the variance-covariance 
matrix may not be positive definite. CCC and DCC methods are superior for fewer 
operations and parameters, also variance-covariance matrices are always positive 
definite. It was unknown for Turkish capital market, which of those methods would 
predict returns better. An answer to this question was sought in this study conducted with 
30 portfolios each randomly made of 15 different stocks transacted in BIST ALL.  
Out-of-sample, CCC method proved to be better not only against the traditional method 
but also the alternative methods. This shows that CCC method does a better covariance 
and variance estimation than the other MGARCH methods in Turkish market. Among the 
rolling regression methods, 120 days window rolling regression proved to be better than 
other windows. 

For the corporate governors, the beta values are significant while deciding not only on 
the capital structure, but also on investment valuation. For this reason, it is important that 
the betas’ return estimation deviation from real returns would be as small as possible. The 
findings of the study are leading to the suggestion that the investors prefer MGARCH 
CCC method or 120 days window rolling regression method and thus calculate dynamic 
beta instead of using static beta values to predict future returns. 
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Appendices/Supplementary materials are available on request by emailing the 
corresponding author. 
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